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Abstract 
Crowdsourcing psychometric data is common in areas of Human-Computer Interaction (HCI) such as 
information visualization, text entry and interface design. In some of the social sciences, crowdsourcing 
data is now considered routine, and even standard. In this chapter, we explore the collection of data in 
this manner, beginning by describing the variety of approaches can be used to crowdsource data. Then, 
we evaluate past literature that has compared the results of these approaches to more traditional data-
collection techniques. From this literature, we synthesize a set of design and implementation guidelines 
for crowdsourcing studies. Finally, we describe how particular analytic techniques can be recruited to 
aid the analysis of large-scale crowdsourced data. The goal of this chapter it to clearly enumerate the 
difficulties of crowdsourcing psychometric data and to explore how, with careful planning and 
execution, these limitations can be overcome. 

Introduction 
Crowdsourcing is a way for many activities to be completed remotely by distributed groups of people 
who often do not know each other and who, in most cases, will never meet. Completing activities in 
this way can allow for geographically diverse activities to take place (e.g., Biggs et al., 2015; Sullivan 
et al., 2009), or enable collaboration on tasks where expertise is sparsely distributed (e.g., Haklay, 
2010). 

Researchers are turning to crowds to answer research questions a variety of contexts, from finding out 
which birds are living where (Sullivan et al., 2009), to developing law reforms (Aitamurto et al., 2017). 
In some cases, crowds are used because they provide a way to quickly obtain data without having to 
consume the time and space that traditional laboratory studies often demand. For some kinds of research 
problems however, the only way that researchers can access the phenomena they want to study is to 
turn to crowds. This is because, working by themselves, researchers would be unable to obtain the 
breadth and depth of data they need to adequately address their research question. 

In this chapter, we explore the methodological benefits and challenges of crowdsourcing data for HCI 
studies in this way. With a particular focus on the collection of psychometric data, we begin by outlining 
the different ways that researchers can collect data in the crowd, and assess the quality of data these 
methods produce. Building on our own experiences and those of other researchers, we explain how 
researchers can get the best out of crowds and how they should process the kinds of data that crowds 
produce. Our goal is to give readers who are new to crowdsourcing the tools that they need to avoid 
some of the most common pitfalls encountered when running a crowdsourced study. For experienced 
users of crowdsourcing platforms, we synthesize some of the latest research in the area and offer this 
chapter as an up-to-date desk reference on working with these platforms. 

Types of crowdsourcing 
The term ‘crowdsourcing’ is a very broad one that captures a wide range of activities. Some of this 
activity is related to the collection of research data. Much of it is not. Organisciak and Twidale (2015) 
developed a typology of crowdsourcing, in which they identify five main areas of crowdsourcing; free 
and open source software, commons-based peer production, citizen science, the wisdom of crowds and 
human computation. The focus of this chapter is on crowdsourcing for research, with citizen science 
and human computation the topics that we draw on most (rather than, for example, creating an online 
encyclopaedia or developing a new computer operating system). These topics are the most relevant to 
the collection of psychometric data for 3rd Wave HCI. We consider the two modes of crowdsourcing 
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production that are most relevant to these focuses: volunteer-based citizen science and paid 
crowdworking. 

Volunteer-based citizen science 
The practice of citizen science has existed for a long time. One of the earliest ‘citizen science’ projects 
(although it wouldn’t have been called ‘citizen science’ at the time), was the Christmas Bird Count. 
This bird-counting project started in 1900 (Silvertown, 2009). Historical citizen science projects, such 
as the Christmas Bird Project, involved writing down information and positing it, by mail, to a central 
location where researchers would aggregate the results by hand. This was a slow and laborious; citizen 
science has been revolutionised by the internet. While internet-based projects are properly known as 
online citizen science, the overwhelming majority of citizen science projects are now internet-based. 
‘Citizen science’ now implies ‘online citizen science’. 

Online citizen science projects usually involve researchers creating project websites, which might host 
sets of tasks for contributors to complete (e.g., labelling images), or data collection tools for them to 
submit observations (e.g., submitting an interesting plant that has been found). People visit these 
projects and contribute their time to complete tasks or make observations, and do so without any 
financial reward. Collaborators are often active participants in research, sometimes discovering new 
phenomena and appearing as authors on academic publications. 

Paid crowdworking 
‘Crowdworking’ is a term used to describe people who complete crowd-based tasks in exchange for 
money – hence crowdworking. Work on these platforms is usually broken down into small components 
(microtasks) that can be completed quickly and independently by a worker. (Although see Cheng et al., 
2015 for a comparison of smaller and larger tasks.) Work is normally managed through crowdworking 
platforms, Amazon Mechanical Turk (or MTurk) being the most visible example. Requesters post the 
work to these platforms (which take a cut for their market-making) and workers see a list of available 
tasks, along with a requester-specified estimate completion time, and the amount of pay. Once a task 
has been completed by a worker, the requester assesses the quality of the work and approves payment. 
Generally, crowdworkers are participants only in data collection and generation – they are not normally 
involved in the latter stages of the research process (e.g., publications). 

Comparative studies of crowdsourcing 
Attitudes toward the use of crowdsourcing in scientific studies have changed significantly over the last 
few years. Even in research areas like Cognitive Science, which is less obviously connected to 
developments in crowdsourcing than HCI, crowdsourcing data is not only accepted, but normal (Stewart 
et al., 2017). Here we explore the evidential basis for substituting laboratory-based investigations with 
crowdsourced studies (i.e., whether data gathered from these different groups of participants has any 
effect of the conclusions that are drawn from the studies). We consider different types of research 
paradigms, explaining why some are likely to need more care and attention if they are to successfully 
transition to crowdsourcing platforms. 

The challenges of making use of crowdsourcing in research vary significantly from discipline to 
discipline. Questionnaire-based studies have been run online for around twenty years (e.g., Wright, 
2005), and have naturally moved onto crowdsourcing platforms (Behrend et al., 2011). Questionnaire-
based studies have traditionally been run by physically posting questionnaires to people in remote 
locations, so moving a questionnaire study online makes little difference; the same challenges exist in 
terms of recruiting and giving instructions to remote participants regardless of whether the questionnaire 
is delivered  through a postal form or an online form (Hoonakker and Carayon, 2009). Transitioning 
from postal methods to internet-based methods has therefore been easy: non-compliance, disappointing 
response rates and mindless responses are something that researchers using questionnaire-based 
techniques are used to dealing with in their traditional methods of data collection. 
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For experimental paradigms that have normally been based in laboratories, using crowds to obtain data 
marks a significant change. The core principle of an experiment is control. As many factors as possible 
should be fixed, leaving only experimental variables free to vary. The purpose of a laboratory is to offer 
as much control over confounding factors (e.g., computer hardware, lighting) as possible. When our 
experiments leave the lab and move into people’s living rooms, or, say, onto public transport, we 
sacrifice control. When our experiments move from standard lab computers with standard lab screens 
and onto people’s computers, phones and tablets, we sacrifice control. 

Looser experimental control normally weakens the internal validity of an experiment. But precisely 
how confounding factors –uncontrolled influences on the dependent variables in our study– affect a 
study will depend on the kinds of measures that are being used. Some dependent measures are more 
easily confounded than others. It is important to consider how a given experimental paradigm might be 
affected by moving it onto an online crowdsourcing platform. 

When considering the impact on data quality of running an experiment on a crowdsourcing platform, it 
is important to think about the types of data that are being collected. If a dependent variable is 
categorical, for instance if the measure is one choice from many, or if a solution produced is correct or 
not, a loss of experimental control may not be too problematic. For instance, Germine et al. (2012) 
compared lab-sourced and crowdsourced data from reasoning and decision making experiments where 
responses could easily be categorised as correct or incorrect. They found that crowdsourced data did 
not differ systematically from lab-sourced data. 

In contrast, when an outcome variable is in the form of ratio data, deploying the experimental paradigm 
online is more challenging. Timing data is a good example of the kind of ratio data we might commonly 
collect. Psychometric studies frequently use reaction times or task completion times as performance 
measures. Time-sensitive experiments –where time is a dependent variable– might be particularly 
susceptible to the loss of control that comes with moving experiments into the crowd. Comparisons of 
crowdsourced and lab-sourced data of this kind would be the most likely to give us a clearer picture of 
the limits of crowdsourcing. 

Komarov et al. (2013) compared crowd- and lab-sourced data from several menu-search experiments. 
Menu searching is a common practical HCI problem that has received significant research attention 
(e.g., Bailly et al., 2014; Brumby et al., 2014; Brumby and Howes, 2008; Brumby and Zhuang, 2015). 
Experiments typically involve making small adjustments to the presentation of menus and then 
measuring search times to see if those adjustments have affected performance. Reaction times are 
typically in the low thousands of milliseconds, so even small disturbances of a couple of hundred 
milliseconds have the potential to distort results. The results of Komarov et al.’s comparisons show that 
data collected from Amazon Mechanical Turk workers is statistically equivalent to those collected from 
laboratory participants. In other words, even in their time-sensitive experiments, crowd data were as 
good as laboratory data. 

We have also explored the challenges of using time-based measures in our own work. In Gould, Cox, 
Brumby and Wiseman (2015b) we compared timing data from a multitasking experiment that was run 
in a laboratory with timing data from the same task run on a crowdsourcing platform. We found that 
although there were absolute differences in the data that we gathered, these differences between the 
online and lab-based timing data were not statistically significant. 

Touchscreen input is another substantial research area in HCI that makes use of fine-grained 
psychometric data (e.g., Dunlop and Levine, 2012; Oulasvirta et al., 2013). It is a particularly 
challenging style of research to conduct on crowdsourcing platforms because of the variety of devices 
people use, many of which have differently sized screens and different pixel densities. Findlater et al. 
(2017) compared laboratory- and crowd-collected data from an investigation of touchscreen 
interactions. When they analysed the results from the two sources independently, they came to two 
different conclusions about what their data showed. When they looked at the data in more detail, they 
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found that this was because crowdworkers were generally faster and less accurate in their pointing. 
They suggest that researchers should be cautious about using the crowd for these kinds of touchscreen 
pointing experiments. 

As well as considering the type of data that is being collected, researchers should also need think about 
what the subject of that data will be. In some research paradigms, participants provide data about the 
world (e.g., Kim et al., 2011). In such studies, participants act as sensors reporting things about the 
world. For example, in the eBird project (Sullivan et al., 2009), contributors record the species of birds 
they have seen in a particular area. Other projects have used crowdsourcing platforms to report driving 
offences (Aubry et al., 2014). In others, particularly psychological studies, participants are themselves 
data, whether through their reporting of their attitudes or by objective recording of their behaviour. 
Jennett et al. (2014) described this form of participant-as-data study as ‘citizen psychscience’.  

The distinction between data that is from sources endogenous or exogenous to the participants is 
important when thinking about the potential challenges of crowdsourced research in 3rd Wave HCI 
contexts. We know from research in personal informatics that people frequently give-up on self-tracking 
tools, which involve the logging of person-generated (‘endogenous’) data (Epstein et al., 2016). This is 
often because people do not form habits for this kind of logging (Stawarz et al., 2015). Researchers 
looking to crowdsource this kind of personal tracking information must consider the challenges of 
sustaining participation in these contexts. 

Experimental control is, of course, a trade-off. Often in search of greater control and internal validity, 
we end up sacrificing ecological validity by making contrived tasks developed by the experimenter for 
the sole purpose of the experiment. The evidence we have considered so far suggests that crowdsourcing 
is a good option for many, but not all, experimental paradigms. Researchers must consider the threats 
to internal validity that running an experiment in the crowd can bring and the options available to them 
for preserving control and bolstering validity. In the next section, we explore how empirical studies can 
best be designed for crowdsourcing platforms. 

Designing empirical studies for crowdsourcing platforms 
Much of the comparative literature on lab-based and crowd-based studies yields insights into how 
experiments can be moved from more traditional experimental media and onto paid and volunteer 
crowdsourcing platforms. In this section, we consider these findings, integrating them with other 
insights from the literature to explain how best to design empirical studies for deployment on 
crowdsourcing platforms. We consider which platforms researchers should choose, the challenges of 
recruitment, and designing for the human aspects of participation. 

Choosing a platform 
The capacity of crowd platforms to produce results at scale quickly is predicated on having a large pool 
of potential workers to call on. If researchers want to get results quickly and in volume, they should use 
one of the large crowdworking platforms. Amazon Mechanical Turk claims to have over 500,000 active 
workers (see Peer et al., 2017). For citizen science projects, researchers might try to partner with one of 
the larger platforms (e.g., Zooniverse) to find potential collaborators. 

Platform selection is not as simple as choosing the biggest platform. Peer et al. (2017) investigated two 
other paid crowdworking platforms, Crowdflower and Prolific Academic. They focused on whether 
different platforms would produce the same results. Results of their comparative study found that 
Amazon Mechanical Turk workers are particularly well drilled in completing experiments – and are 
excellent at coping with the mechanisms researchers use to try and ensure participants’ compliance with 
experimental procedures. Workers on Crowdflower were the least likely to spot instructional 
manipulation checks the researchers inserted (see later section on Attention Checks), and also produced 
the lowest quality responses, on average. For research where participant naivety is critical for the 
success of an experiment, switching to platforms where workers are less experienced (and therefore 
‘streetwise’ about experiments) might be a good idea. 
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As well as having to think about which crowd platform to target (e.g., Galaxy Zoo, Mechanical Turk), 
researchers must also consider which hardware platforms they are trying to target. Is a researcher’s 
expectation that people will participate sitting at a desk, using a traditional keyboard and mouse? Lots 
of crowdworking happens on more traditional computing devices, but people now have all sorts of other 
devices, like smartphones and tablets, many of which they use for participation, perhaps while out and 
about. 

In many ways, mobile computing has typified changes in technology corresponding to research efforts 
in the 3rd Wave of HCI (Bødker, 2015). Around the world, many people’s experience of the internet is 
solely through mobile technology (Gitau et al., 2010). Mobile technology has changed the way that we 
work (Cecchinato et al., 2015a) and play (Colley et al., 2017). People’s mobile technologies, such as 
smartphones and smartwatches, are a constant source of interruption and distraction (Cecchinato et al., 
2017, 2015; Pielot et al., 2014; Rigby et al., 2017). Designing for this context, especially in a 
crowdsourcing context where attention might be especially limited, means keeping tasks short and 
interruptible. 

Some researchers have taken advantage of the fact we spend a lot of our day unlocking our phones 
(Harbach et al., 2016), realising that rather than entering meaningless codes or swipes, we could unlock 
our phones by doing something useful (Truong et al., 2014). Researchers have realised that lockscreens 
might be a good location for the siting of the kinds of very small microtasks that crowdworkers often 
work on. Vaish et al. (2014) implemented ‘Twitch’, a platform for crowdsourcing microtasks on 
smartphone lockscreens. Working on tasks that took less than two seconds each to complete, the 82 
participants in their field study completed over eleven thousand tasks. 

Not all psychometric experiments can be completed in the space of a couple of seconds, but phones can 
still provide a platform for more time-consuming studies. Brown et al. (2014) investigated the potential 
of phones for crowdsourcing data in cognitive science studies. They developed a game-based 
environment for running experiments and deployed it as a smartphone app (see Gray, 2017 for a broader 
discussion). The app was used to investigate a number of psychological phenomena, from working 
memory to attentional blink. Across large samples, they showed that classic findings from cognitive 
psychology could be replicated through a game-based app that crowdsourced participants. 

Smartphones are not just used as mechanisms by which participants submit data about bird counts, or 
platforms for interactive crowdsourcing tasks. The variety of sensors on modern devices and the ease 
with which applications giving access to these sensors can be installed on mobile devices means that 
people can participate in complex sensing studies by doing nothing more than installing an application 
(Mehrotra et al., 2016). This lowers the barriers to participation in studies that would otherwise be 
onerous for participants. 

Researchers should think carefully before they develop a bespoke smartphone application for a 
crowdsourcing project. Unlike web applications, mobile apps, particularly ones with complex sensing 
functionality are not very portable – it may be necessary to develop multiple applications for different 
platforms (Brown et al., 2014). One way to make development less resource intensive is to build plugins 
for existing app-based platforms for deploying studies (e.g., Chatzimilioudis et al., 2012). Platforms 
like the Aware Framework (Ferreira et al., 2015) make it relatively simple for researchers to collect and 
aggregate significant amounts of sensor data. These data can be augmented with other platform-
provided data, like, for instance, people’s responses to user experience reports. Installing a sensing 
applications on devices can also be deleterious to a device’s performance, making it essential that such 
sensing applications are as efficient as possible (Lane et al., 2013); lest a slower device and reduced 
battery life change people’s behaviour and influence researchers’ conclusions. 

In general, researchers should avoid developing purpose-built applications for studies. If simply having 
to sign-up to contribute puts potential participants off (Jay et al., 2016), then having to download and 
install a new app is likely to have a similar effect on levels of participation. There needs to be a 
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compelling reason to crowdsource data through dedicated native applications (e.g., extremely time-
sensitive studies, the need for sensor data) for them to be worth the effort of implementing over a simple 
website. 

Recruiting participants 
For those designing studies for deployment on crowd platforms, it is important to remember that crowd 
platforms are not just collections of independent individuals. Crowdsourcing platforms usually have 
communities behind them (see, e.g., Irani and Silberman, 2013; Moore et al., 2011; Reeves et al., 2017). 
This is often advantageous to requesters and researchers recruiting from crowdsourcing platforms. 
Existing communities can be a source of well-motivated contributors (Preece, 2016). The new 
communities that form around projects also develop long-term understandings of projects that help 
contributors perform, for instance, data validation tasks (Wiggins and He, 2016). 

In paid crowdworking, ‘communities’ are usually constituted by the financial incentives offered by 
crowdworking platforms. For volunteer-based citizen science, however, developing a new community 
is the biggest challenge for most projects. No community often means no contributors, and no 
contributors means no citizen science project. In the absence of financial incentives, understanding the 
motivations of volunteer citizen scientists becomes more important. The challenge of building 
communities is common across a number of 3rd Wave HCI contexts, from the organization of physical 
communities to political action. Starting new communities is very difficult, but even trying to involve 
existing communities (e.g., Crivellaro et al., 2016; Vlachokyriakos et al., 2016) is a hard problem to 
solve. It can help to understand how individual characteristics mediate behaviours. For instance, 
people’s willingness to involve themselves in civic activities (e.g., volunteering, attending 
neighbourhood meetings) is influenced by personality traits (Kim et al., 2013); for more introverted 
people social media plays a greater role in their participation in such activities. The internet is a powerful 
tool for engaging with people who might be missed by more traditional ways of contributing. 

The better the motivations of potential contributors to citizen science projects are understood, the greater 
the chance of a community coalescing around a project. Jennett and colleagues (2016) looked across 
the motivations of citizen scientists documented in the literature. One of the most common motivators 
was a prior interest in the research topic, which suggests successful citizen science projects will tap into 
existing interests; developing people’s interest in a topic while trying to get them to contribute might 
be difficult. Additionally, Jennett et al. found that people’s motivations change over time, so researchers 
should not assume that contributors who are well motivated will stay well motivated. It is also important 
to understand the kinds of people that might be attracted to citizen science projects. Not everyone will 
be interested in contributing to citizen science projects. Contributors to projects may not have science 
as part of their everyday life, but they tend to have a high level interest in science, and strongly value 
the contribution of science to broader society (Land-Zandstra et al., 2015). 

Having a strong community is mostly beneficial, but there are some important drawbacks of having a 
community with shared experiences completing similar (or the same) tasks. Information about tasks is 
back-channelled through communities through tools like message boards. This presents challenges for 
recruiters. The extent to which the community component of crowd platforms can be a help or hindrance 
depends on the kinds of activities a requester wants to implement, and the extent to which they engage 
with and support their communities. 

We often assume that participants in our studies are naïve. That is to say that we do not expect our 
participants to know what the research is about, and how exactly we have operationalized our measures 
or what tricks and shortcuts there are to get tasks completed as quickly as possible. If participants know 
these things before they participate, they are more likely to exhibit demand characteristics, which is to 
say that they will express the attitudes that a researcher desires, or they will approach a task in the way 
that a researcher hopes. This is not desirable, because it increases the chances of the results of a study 
leading to Type I (false positive) errors. 
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Different experimental paradigms will vary in the extent to which they are affected by participants 
already knowing the purpose of a study and mechanisms by which it operates. Econometric studies, for 
instance (e.g., Rand, 2012), are particularly susceptible to this issue. Often, economists are interested 
in how people make decisions about how to allocate resources between themselves and a collaborator. 
The capacity for such studies to tell us something about people’s reasoning is contingent on the 
experiments being ‘closed systems’ – participants should only have the information that is made 
available to them in the experimental task. Contributors to crowdsourced projects are frequently not 
naïve, however (Chandler et al., 2014). This is because information about the purpose of a study may 
have been posted in public space, such as a message board. Private out-of-system collusion in 
collaborative tasks can also skew results. The non-naivety of participants is problematic, because it 
reduces experiments’ chances of detecting effects (Chandler et al., 2015). Researchers must account for 
this kind of back-channelling behaviour in their studies, particularly if they are running experimental 
paradigms that crowdworkers frequently encounter on their platforms (Stewart et al., 2017). 

Not all non-naivety is a problem. In some instances, ‘naivety’ represents the first step on a learning 
curve. The goal might be to complete a given task as efficiently as possible, so the quicker that a 
contributor can get ‘up to speed’, the sooner they will be producing useful results. Classification tasks, 
such as the ones hosted on Galaxy Zoo (Lintott et al., 2008), are a good example of such an activity. 
Volunteers look at (often fuzzy) images of galaxies and stars, and aid researchers by classifying these 
images. It takes time for new volunteers to understand which categories exist and how the noisy data 
they are given should be slotted into these categories. Being naïve in this context does not aid the 
research – having significant knowledge of the target problem does not inhibit the quality of responses 
from contributors. In this context, non-naivety is something that’s helpful, because it’s a skilled task 
that takes time to learn. Supporting new volunteers with tools is therefore essential so that they are 
properly taught how to complete the task to a good standard. That said, it is also important to recognize 
that one of the advantages of citizen science is that it brings in people with different and new 
perspectives. Sometimes these new perspectives help to correct errors in perceived wisdom. One 
example of this is Galaxy Zoo’s ‘Green Peas’ (Cardamone et al., 2009). Volunteers on the project 
noticed a particular kind of star appearing from time-to-time. These kinds of stars had already been 
classified by experts. But the citizen scientists persevered, discussing their findings on the Galaxy Zoo 
message boards. Ultimately their resistance to perceived wisdom was what allowed them to realise the 
existing classification was incomplete, allowing for a new discovery to occur. So, it is important that 
the learning process, while enabling people to make contributions, does not destroy these valuable 
additional perspectives. 

Designing for real participants 
The nature of crowdsourcing platforms can often lull researchers into thinking that their tasks are 
completed by anonymous units of production rather than real individuals. Experiments are sent into the 
ether; results magically appear within moments. But it is important to remember the people who provide 
the workforce that crowd platforms rely on. Remembering that they are people rather than units of 
production will improve the quality of results that are returned. 

Crowdwork is based on the idea of task decomposition. Tasks can be broken down into small units that 
can be independently completed. While the content of two distinct units of work might be independent, 
they are not necessarily completed by independent workers: workers string together multiple tasks, one 
after another (or often at the same time). Newell and Ruths (2016) investigated how one crowdworking 
task can interfere with behaviour on another. They found significant ‘intertask effects’, where the 
cognitive style demanded by one task caused participants to behave differently in a completely separate 
task because of the priming effects of the initial task. For instance, an image labelling task on a given 
topic might prime behaviour on another image labelling task. Or the framing of a particular labelling 
task (i.e., the scenario) affects the subsequent completion of the task itself, even though the framing is 
not functionally related to the task. 
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Another important practical thing to consider is fatigue. Crowdworkers typically spend four hours a day 
on crowd tasks, and up to five-and-a-half hours if crowdsourcing is their primary source of income 
(Lasecki et al., 2015). This means that many independent tasks are worked on back-to-back. Fatigue is 
one of the potential side effects of this kind of working, so researchers have looked at whether inserting 
breaks into streams of microtasks can help to improve performance. Rzeszotarski et al. (2013) looked 
at matching microtasks with microbreaks – very short breaks inserted between batches of tasks. They 
found that inserting microbreaks improved worker retention, and also improved overall worker 
engagement and satisfaction. This is important for requesters, as retaining high quality workers who are 
familiar with a task improves the quality of results returned. Other more extensive work has also looked 
at the effect of breaks on performance (e.g., Dai et al., 2015), and come to similar conclusions – giving 
workers a chance to recuperate improves their performance. For long tasks made up of batches of tasks, 
researchers should consider giving workers a break. 

Once a participant starts working on a task that has been set, the other tasks that they need to work on 
do not disappear. Other activities that they are working on still need to be worked on. For example, 
people receive messages from friends or colleagues that need responding to, people have caring 
responsibilities, and people may have their ‘main’ job to attend to at the same time. This means that 
people in the crowd frequently switch to other tasks while they work (Gould et al., 2013, 2015a, 2016a). 
There are a class of psychometric studies, particularly those studies that test working memory, where 
such distractions might significantly impact results. While people can be induced to keep focused on 
their task (Gould et al., 2016a), it is not possible to eliminate such distractions altogether. Instead, 
researchers might find it better to record switching events, use this measure when processing their data. 
(See the discussion of data handling later in the chapter.) 

Collecting data using crowdsourcing platforms 
Building and continuing engagement 

Encouraging participants to engage in paid crowdwork is usually straightforward: money motivates 
participants, additional money motivates further participation. In the context of volunteer-based 
crowdsourcing, the question of how to engage potential participants and convert them into regular, high-
quality contributors is one of the most important research questions in the area, and probably the most 
important practical question for a researcher looking to set-up a crowd-based citizen science study. 

When people are volunteering their time, any barrier between finding out about a project and 
contributing to it is likely to mean potential contributors are not converted to actual contributors. One 
example of a barrier that might turn potential contributors off from a project is having to sign up for an 
account before they get a chance to see if the activities provided by a project are ones that they’d like 
to get involved with. Jay et al. (2016) found that removing the requirement that people create an account 
before participating increased participation by 62%. Participants who subsequently want to claim their 
contributions can create an account at their convenience. The idea of reducing barriers to entry fits with 
Eveleigh et al.’s idea of ‘designing for dabblers’ (2014). In the course of their research, they found that 
not everyone is a potential significant contributor. Many people are satisfied with participating a little 
and then moving on to something else. If all contributions are useful to a given project (an important 
proviso), then encouraging these kinds of contributions, without putting too much pressure on people 
to become regular contributors, can help to bolster participation levels. 

Ethical data collection 
All experiments involving human participants need to be conducted in an ethical manner, and in 
compliance with local regulations. Crowdsourcing data brings a number of special ethical 
considerations, however. Much of the ethical debate in the context of paid crowdworking has centred 
around payment and working practices. Sometimes these issues range from the obvious, such as people 
not being paid for the work they have done, to more fundamental issues with the way that online labour 
systems are organized.  
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The working conditions of crowdworkers have come under significant scrutiny. Silberman (2010) 
reported in detail on the issues that crowdworkers face. A lot has been written about the low rates of 
pay that crowdworks often suffer, with the average worker earning a median of USD$2 per hour (Hara 
et al., 2017). This is not the only issue. From the cost of requester errors being borne by workers (e.g., 
tasks being set-up incorrectly, or having bugs in them) to simple non-payment (i.e., wage theft), or 
being drawn into platform-hosted scams, there are many potential barriers to crowdworkers getting paid 
for the work that they have done. 

There has been some movement towards improving conditions by some requesters. Kittur et al. (2013) 
ask how crowdwork might be turned into something “which we would want our children to participate” 
in, and enumerate a number of suggestions for making this a reality. Some are focused on improving 
technical aspects of crowdworking, so that errors are less likely to occur. Other suggestions include 
ways of developing better understandings of crowdworkers so that requesters can create tasks with 
which they are more likely to succeed. 

One of the challenges for crowdworkers is that they are individuals in unequal power relationships with 
the requesters they are working for. There is normally little recourse if the crowdworker  if they are 
cheated by requesters, but researchers and workers have made some efforts to correct this imbalance. 
Irani and Sliberman (2013) set-up the ‘Turkopticon’ platform in an attempt to give workers more power 
in the system, and augment existing channels for worker-worker collaborations, such as message 
boards. Turkopticon allows workers to report their activity on tasks in Amazon Mechanical Turk. 
Workers can rate requesters on a number of attributes, from whether the pay was fair, to whether 
communication from a requester was accurate. Although it has no official role and does not arbitrate 
any disputes, it is a valuable resource: workers can check on requesters before they agree to work for 
them. The motivation for this was to reduce their chances of being cheated. A more ambitious idea to 
allow crowdworkers to take collective action was ‘Dynamo’ (Salehi et al., 2015), which helped workers 
engage in collective action over time without losing momentum when disagreements in how to proceed 
were encountered. An alternative strategy to helping workers regain some control from platform owners 
and work requesters is to simply put workers in control of the crowd platforms (Fox et al., 2017). 

Many ethical review boards are still not well adapted to crowd-based forms of research (Graber and 
Graber, 2012). Nevertheless, researchers should still do their best to make sure that workers are treated 
fairly and compensated for the work that they do, making sure that they respond to the legitimate 
concerns of workers in good time. 

Citizen science projects are not necessarily in a better ethical position by virtue of not involving the 
exchange of money. There are a host of ethical concerns that come along with citizen science projects. 
One of these is privacy, and the exposure of contributing citizen scientists’ personal information. 
Bowser et al. (2017) point to location privacy as a particularly important issue: participants in projects 
like eBird tag their sightings of birds with longitude and latitude co-ordinates. Across a number of 
postings, it is possible to work out both spatial and temporal components of people’s movements. 
Bowser et al. report one contributor to a citizen science project writing that “someone will inadvertently 
put a comment to say, “temperature was 79 degrees, and by the way this is my last report for the next 
week because I’m going out of town” (Bowser et al., 2017, p. 2131). Of course, between this information 
and the contributor’s contribution history on the project, some potentially undesirable people could 
work out where their unoccupied house was. Triangulating multiple sources of data – location-tagged 
contributions, message board posts, social media posts means people end up revealing a lot more about 
themselves than they might have intend. It is important when building citizen science studies to consider 
the trade-offs between community building and the potential for personal information leakage. 

Resnik et al. (2015) reflect on the ethical concerns of other authors (e.g., Riesch and Potter, 2014) in 
questioning whether citizen science has the potential to be exploitative, given the lack of obvious 
remuneration in many citizen science projects. We discuss this issue further in the next section on 
remuneration, but Resnik et al.’s point is that inequitable exchanges between researchers and research 
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participants (as contributors are often characterized) are unethical – participants need to receive 
something back from their participation. Resnik et al. suggest a variety of strategies to ensure 
collaborators receive something back depending on the project and the nature of the contribution that 
contributors have made. This might range from authorship to certificates to education on the topic they 
have contributed to. 

There is also the question of whether, as co-investigators on projects, citizen scientists themselves have 
ethical obligations, such as the disclosure of conflicts of interest. We are not aware of any citizen science 
projects that formally place ethical demands on contributors as well as the researchers running 
programmes. For some research projects where citizen scientists are involved in data collection and the 
topic involves sensitive subjects (e.g., the location of certain endangered species), having a degree of 
ethical training available to citizen scientists might be advisable. 

Payment and non-monetary remuneration 
Paid crowdsourcing platforms have historically been described as ‘cheap’ and ‘cost effective’. 
Compared to the time and effort of running psychometric experiments in laboratories this is true. We 
have already considered some of the ethical issues that surround payment (and non-payment) in 
crowdsourcing settings. Here we will focus instead on the more practical aspects of how participants 
respond to incentives, and how the choice of incentives that are used affects participants’ behaviours. 
Although issues of remuneration are most pertinent in the context of paid crowdworking, we also 
consider how non-monetary remuneration affects behaviour in volunteer crowdsourcing contexts. 

It would be easy to assume that the relationship between pay and quality in crowdworking contexts is 
trivial: the more workers are paid, the better the quality of the work that they return. In fact, while the 
amount paid for a task is an important factor in the contributions a researcher receives, the relationship 
between pay and remuneration in crowdworking settings is nuanced. Prior research has found, for 
example, that while workers might contribute less when they are paid less, they do not work less if they 
are given a particularly time-consuming task for the same amount of money (Horton and Chilton, 2010). 
The same authors found that people tend to target certain amounts of money when working, and are 
happy to stop at that point, irrespective of whether that is the most ‘rational’ strategy at a given moment. 

A number of studies have attempted to understand the relationship between pay and quality (e.g., Hsieh 
et al., 2010; Mason and Watts, 2010; Shaw et al., 2011). In an early study, Mason and Watts (2010) 
found that increasing financial incentives for work generally increased the quantity of work people 
would produce, but did not necessarily increase the quality of the work produced. Other studies have 
replicated this finding (e.g., Hsieh et al., 2010). The size of the financial incentive is, therefore, not 
always the limiting factor on performance. Combining incentives with other approaches, like getting 
participants to think about how their peers might respond (Shaw et al., 2011) can improve performance. 
Rather than have poor-performing workers continue to contribute low quality data that subsequently 
has to be removed from analyses, sometimes it is more effective to pay poorly performing workers not 
to contribute any further, leaving tasks for more competent workers (Harris, 2015). 

It is important to remember that although financial incentives explain why many people get involved in 
crowdwork, it is not the only reason, nor is the only factor that people take into account when they are 
choosing which work to do. Jiang et al. (2015) found that monetary compensation might be the main 
motivator, but that workers are also motivated by learning something new and feeling fulfilled by 
contributing to a bigger task. 

Factors besides money can also be the primary motivation for participants. In previous work we have 
explicitly compared monetary and non-monetary reimbursement for participants (Wiseman et al., 
2017). One of the things we wanted to study was whether participants could be motivated by being 
given data about themselves as an outcome of a study. This approach has proved to be successful on 
platforms like Lab in the Wild (Reinecke et al., 2013; Reinecke and Gajos, 2015), where people are 
given feedback on, for instance, their memory capacity. This has produced some very large snowballed 
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samples, where participants recruit other participants. In Wiseman et al. (2017), we compared this kind 
of data-as-reward approach with other approaches, like simply requesting help for the good of science 
or in return for payment. We found that that participants in both non-monetary conditions met, and in 
many cases exceeded, the performance of participants in our control paid condition. Other work has 
found similar patterns, with participants rewarded with information about themselves performing better 
than those rewarded with money (Ye et al., 2017). These findings suggest that in the absence of 
monetary compensation, researchers need to be more creative with the kinds of rewards that they use 
to keep people involved and engaged. 

Ensuring quality data 
Experiments can be designed in a way that maximizes the quality of data that they produce. There are 
two major reasons why otherwise well-designed experimental studies might produce poor quality 
results. First, participants do not follow the instructions for the experiment, either because they do not 
read or because they do not understand the instructions. The second is that, participants, whether they 
understand the instructions or not, do not comply with them. 

There are two stages to having participants assimilate instructions for an experiment. The first is to 
convince participants that they should actually read the instructions. The second is to deliver 
instructions in such a way that people are able to understand them and act in accordance with them. 
Getting participants to actually read the instructions that accompany an experiment is also important 
for ethical reasons. To give properly informed consent, participants need to have read and understood 
what a study is for and how the data they produce will be used. Getting participants to engage with 
instructions yields both better data and is a requirement for research ethics. 

Satisficing, where people optimize their behaviour to gain maximum return on their effort, is a major 
challenge in all experiments, but it is particularly problematic in paid online experiments. Paid work on 
crowdsourcing platforms are usually offered in a piecework fashion (see Alkhatib et al., 2017 for more 
background), which means workers are paid for each task, rather than how long they spend on it. This 
creates an incentive to get through a task as quickly as possible, and so data quality can suffer.  

Attention checks 
One common way to try and deal with inattentiveness and satisficing –in experiments of all types– is 
to make use of attention checks. These comprise a variety of methods, but the goal is the same – to 
detect when participants have not understood the instructions for a study or when their attention has 
wandered while they are completing it. Kapelner and Chandler (2010) conducted one of the first 
investigations of satisficing –where people look to get as much return for as little effort as possible– in 
crowdworking settings. They looked specifically at satisficing by crowdworkers as they completed 
questionnaires. The temptation for some workers might be to click through the questionnaire as quickly 
as possible, so that they can finish and claim their payment. This rushing –however well intentioned– 
has the potential to generate poor quality data. Removing poor quality responses from a sample requires 
additional researcher time and effort, so such responses are worse than useless. Kapelner and Chandler 
developed a variety of approaches to reduce satisficing behaviour. One intervention simply involved 
introducing a small delay between the presentation of a question and the means to answer. Building on 
this design, they introduced a ‘Kapcha’, which, on top of the delay in presenting response widgets, also 
faded the text of the questionnaire into view at a rate of 250 words per minute – this prevented 
participants from skim-reading. This easily implemented intervention improved the quality of responses 
by 10%. 

Attention checks can be used correctively (to encourage re-engagement) or they can be used 
surreptitiously to aid the discovery and handling of poor quality results. Abbey and Meloy (2017) 
produced a detailed overview of a number of different types of attention checks, and reviewed their 
efficacy. They found that, on average, attention checks of all kinds improved the quality of results that 
studies obtained. In the following paragraphs review the variety of attention checks Abbey and Meloy 
review. 



This is a complete preprint – published version for citation: https://doi.org/10.1007/978-3-319-73374-6_7 

Attention checks have been used in traditional psychological research for some time. Abbey and Meloy 
(Abbey and Meloy, 2017) point to comments made by Rensis Likert –the inventor of the Likert 
scale– about the necessity of using reversed questions in questionnaires. Reversed questions in 
questionnaires are duplicate questions but with the meaning of the question inverted. For instance, if a 
question on a scale were “I always feel down about my prospects”, the reversed question would be “I 
never feel down about my prospects”. If participants report strongly agreeing with both of these 
statements, it is likely that they are not giving their full attention to the questions being asked of them. 

One type of attention check that Abbey and Meloy (2017) describe in their review are instructional 
manipulation checks. Instructional manipulation checks are elements inserted into an experiment that 
can help researchers to be more certain that participants have read and understood the experimental 
instructions. For example, Oppenheimer, Meyvis and Davidenko (2009) constructed survey questions 
in a way that meant participants could not skim over them. Participants would be faced with an 
introductory paragraph, followed by a question and several clickable responses. Participants who had 
read the instructions as requested would have found in the text instructions to ignore the question and 
click on the title of the page instead.  

Corrigan-Gibbs et al. (2015) investigated what Abbey an Meloy call ‘Honesty Checks’. They created a 
survey that was about the domain name of a particular website they told participants was being 
developed. Participants in one condition were asked to follow an ‘honor code’ when completing the 
survey, which meant agreeing not to ask other people about the survey or to visit other websites for 
information about the task. Participants were required to retype the honor code. Instead of the honor 
code, participants in another condition saw a warning text that listed three repercussions of visiting 
other websites, including non-payment. In this condition participants had to type a one-sentence 
summary of the warning.  

Unbeknownst to the participants, the authors were closely monitoring activity on the domain that 
participants had been told not to visit; they were able to match-up participants in Amazon Mechanical 
Turk with visitors to the website. In this way, cheating could be detected. Corrigan-Gibbs et al. found 
that the harsh warning was significantly more effective than the honor code in discouraging cheating, 
although the honor code was more effective than the control condition, where no message relating to 
cheating was shown. The result is not surprising. Workers make a living on Amazon Mechanical Turk, 
so anything that negatively affects the metrics that represent them on the platform, for instance the 
number of tasks they have completed, or their rejection rates, materially affects their chances of getting 
work (see, e.g., Silberman et al., 2010). 

Interestingly, Corrigan-Gibbs et al. initially required participants to record themselves reading the honor 
code aloud. This extra step substantially increased the drop-out rate from the study, suggesting that 
attention checks need to be carefully calibrated so that they not radically deter participation. 

We explored the efficacy of attention checks in one of our own studies. In Gould, Cox and Brumby 
(2016a), we have also looked at how task-switching behaviour during the completion of a task on 
Amazon Mechanical Turk influenced overall task performance. We wondered whether participants 
could be encouraged to stick to the task at hand, rather than switching to other activities while they 
completed our task. Our approach was not aligned with any of Abbey and Meloy’s (2017) different 
types of attention checks, because it was dynamically sensitive to participants’ behaviour. We detected 
when participants switched away to other tasks. When participants returned to our task, they were either 
met with a notice asking them to stay focused on our task or a question asking them what they had been 
doing. Participants in the control condition received no indication that their switching behaviour had 
been detected. We found that participants who were asked to focus on the task at hand were significantly 
less likely to allow themselves to be interrupted. Given that participants who switched less performed 
best, our attention check may have improved the performance of participants in that condition. 
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Attention checks are not suitable for all kinds of study. Researchers investigating certain phenomenon 
should consider whether the design of their study is suitable for the deployment of instructional 
manipulation checks. Hauser and Schwarz (2015) ran an experiment on Amazon Mechanical Turk that 
investigated how the inclusion of instructional manipulation checks affect behaviour later on, during 
the experimental task. They found that participants who had encountered an instructional manipulation 
check exhibited increased levels of systematic thinking on decision making tasks. Hauser and Schwarz’s 
explanation was that the instructional manipulation check caused participants to become warier of the 
experiment as a whole; participants were primed by the instruction manipulation checks to be on the 
lookout for ‘tricky’ elements in the main experiment. Consequently, the presence of the check affected 
participants performance in the rest of the experiment. 

Most of the evidence we have comes from studies of paid workers. Satisficing among volunteer citizen 
scientists is likely to take a different form, as there is no financial reward for volunteers to be had from 
getting through a task as quickly as possible. Participants might, for example, be satisficing to improve 
their contribution statistics. There are, to our knowledge, no empirical investigations of satisficing in 
the context of citizen science research, however, so this is an area that future work could investigate. 

Participant preselection 
Even if participants read and understand instructions, and then try their best to follow instructions, their 
performance might still be poor. Some participants will just find certain tasks difficult. In some 
experimental paradigms, this kind of poor performance is specifically of interest, for example in 
investigations of individual differences in behaviour (e.g., Meys and Sanderson, 2013). In other 
experimental paradigms, reaching a certain threshold of competence is necessary before participants 
start producing useful data, for example in studies investigating typing performance on novel keyboards 
(e.g., Oulasvirta et al., 2013). If prospective participants cannot meet the threshold required to produce 
useful data, it might be best to filter them out of the process early on. 

Developing preselection processes can help to ensure that participants with certain behavioural 
characteristics are channelled into the study, while those potential participants who do not can be filtered 
out. On crowdsourcing platforms like Amazon Mechanical Turk, ideal candidates can be granted 
qualifications that give them access to the full experiment. It is also possible to predict how a participant 
will perform on a task based using generic measures of behaviours that are required across a broad 
range of tasks. Rzeszotarski and Kittur (2011) showed that a collection of standard measures (e.g., 
typing speed, inter-task time duration), predicts performance in a variety of distinct tasks. Rather than 
assessing participants on task completion, dispositional factors might also be useful in understanding 
participants’ performance. Bored participants, for example, are less likely to be pay attention to details 
in tasks (Jun et al., 2017). Thus, tasks that require great attention to detail may benefit from deselecting 
people who say they are participating because they are bored; they may be better directed to other tasks 
that are less sensitive to inattentiveness. 

An alternative to using experimenter-administered tests is to use participant assessment. In the context 
of paid crowdworking participants have a strong incentive not to accept tasks that they will not be able 
to complete to a sufficiently good standard. If it is of poor quality, workers will not be paid, and the 
cost is effectively doubled once the opportunity cost of working on one task over another is factored-
in. However, as Gadiraju et al. (2017) point out, even when well-motivated self-assessment are not 
always accurate, because, as psychological evidence attests less competent participants are less likely 
to be able accurately assess their abilities (e.g., Dunning, 2011; Dunning et al., 2004). In an empirical 
study on Amazon Mechanical Turk, Gadiraju et al. indeed found that the least competent workers 
overestimated their ability. To compensate, Gadiraju et al. combined self-assessments with more 
objective measures, such as results from standard logical reasoning tasks, to weed-out the participants 
who were poor estimators of their performance. Gadiraju et al. found that, with the help of their tools 
for supporting self-assessment, workers who struggled with the task deselected themselves. This 
allowed more skilled workers to complete more tasks. This improved the overall accuracy of the sample 
by more than 15%. 
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Analysing data from crowdsourcing platforms 
Some experimental paradigms do not lend themselves very well to instruction manipulation or attention 
checks. Participants might rush through a study, or researchers might overlook the potential for 
participants to misunderstand the instructions for a task. Regardless, the outcome is the same – the 
results of studies contain a greater or lesser degree of poor quality data. 

Once a dataset has been assembled, identifying and correcting for poor quality results should be the 
first stage in an analytical pipeline. Detecting and dealing with outliers is a standard feature of 
psychological studies, but in laboratory-sourced data, researchers might have some ideas about which 
participants may not have performed well before they start their analyses. There are no hints from 
observation in crowdsourced studies, so researchers must rely entirely on the data they collected. Xu et 
al. (2013) looked at how outliers could be detected and removed from crowdsourced experiments, and 
whether removing outliers improved the quality of results that were obtained. They developed the 
LASSO technique, which automatically filtered outliers based on rigorous statistical measures built on 
the concept of robust regression. This improved the overall quality of the datasets they were creating. 

Researchers should consider the characteristics of their own research methods when applying such 
techniques. In subjective rating tasks, for example, shaping responses using outlier detection can have 
the effect of homogenising responses that do not need homogenisation (Riegler et al., 2016). When it 
comes to subjective responses in tasks without ‘gold standard’ benchmarks, removing outliers might 
actually decrease the overall quality of data by removing alternative perspectives. It is therefore 
important that outlier detection is paired with the other techniques we have described to determine 
whether outlying responses are the result of non-compliance with instructions or simply a different 
perspective on the task at hand. 

As well as looking directly at the dependent measures that a study has collected to identify poor quality 
data, collecting additional telemetry can also help researchers identify participants whose performance 
is hard to explain. In our own work, we have shown how crowdworkers’ propensity to switch to other 
tasks predicts time-based measures of their performance on a task (Gould et al., 2016b, 2016a, 2015a). 
Browser events, like whether a window has lost focus can give a researcher an indication of how 
distracted a participant has been. Other measures, like clicks and taps or keyboard interactions can also 
help build up a picture of how a participant has interacted with a task. The measures can either be used 
to help clean-up poor quality entries in a data set or, as we have discussed previously, be aggregated at 
a larger scale to predict performance and pre-select participants before any time or money is wasted 
(Rzeszotarski and Kittur, 2011). 

Automated statistical processes can help analyse data quickly and efficiently. They also require a well-
developed procedure and a clear idea of what thresholding criteria for removal will be used. Sometimes, 
particularly when using a new experimental paradigm, it is necessary to ‘eyeball’ the data collected to 
look for patterns or potential outliers across the measures that experimental telemetry can yield. 
Visualizing data can help with this process. Rzeszotarski and Kittur (2012) developed CrowdScape with 
this in mind. CrowdScape comprises a suite of different visualization tools that allow behaviour data to 
be quickly consumed. For instance, in a task that required users to type relatively long responses, a plot 
of the aggregated keypress data for each participants would allow a researcher to very quickly see which 
participants had contributed significant amounts, and which participants had not typed very much. 
Through this process of visual exploration, researchers can either identify outliers, or, if they are being 
more systematic, allow them to develop formal selection criteria for outliers.  

Ultimately the benefits of crowdsourcing do not come at zero cost. If a tiny minority of participants 
does their best to circumvent our best efforts to ensure quality data, we do not have unlimited power to 
detect them. An extra degree of noise is inevitable and is an intrinsic part of the method. 



This is a complete preprint – published version for citation: https://doi.org/10.1007/978-3-319-73374-6_7 

Summary 
At the start of this chapter, we aimed to “synthesize a set of design and implementation guidelines for 
crowdsourcing studies”. The most important things to take-away from this chapter are: 

• Generally, data from crowd platforms is at least as good as data collected in the lab. 

• The success in translating a psychometric study from a lab to a crowd will depend on the type 
of data collected and what the collected data is about. Not all studies are equally amenable to 
being run online. 

• Attention checks are a useful tool for keeping participants focused on the task at hand, but 
participants in crowdsourced studies are often alert to the possibility that attention checks may 
be present. Researchers should ensure that attention checks are not too easy for participants to 
circumvent. 

• Naïve participants are sometimes important, sometimes a hindrance. Think about whether a 
study will be affected by prior-knowledge. If not, focus on retaining participants who have 
achieved a good level of competence. 

• Paying participants well is important, but it is not the only thing to consider. Good quality 
instructions can help people produce good quality work. 

• Non-monetary reimbursement, perhaps in the form of personal data, can be an even better 
motivator than money. 

• Crowdworkers are people trying to make a living, not anonymous units of internet production. 
They get tired. One task can blur into the next. Microtasks are not truly independent. 

• It is easier to stop bad data getting into a sample than it is to try and remove it afterwards. 

Conclusion 
Thanks to the significant efforts of researchers across a variety of domains, crowdsourcing methods 
have rapidly matured. Many of the practical challenges we have identified in crowdsourcing are similar 
to ones that other researchers have encountered working on other 3rd Wave HCI problems, and there is 
potential for successful strategies to transcend narrow research topics. Diverse platforms now have large 
numbers of potential participants, and techniques for getting the best out of those participants are 
increasingly well developed and understood. Data collection and analysis techniques have been 
developed to help researchers improve the quality of the data they collect. On the whole, crowdsourcing 
platforms work well for most forms of data collection. In some experimental paradigms, crowdsourcing 
might be superior to more traditional data collection techniques, not just in quantity and quality, but in 
the kinds of questions that such platforms allow researchers to explore. 

In this chapter we have covered a wide range of crowdsourcing literature to find out what works best 
when conducting a study on a crowdsourcing platform. We have given particular focus to 
crowdsourcing in the context of the types of experiments (like psychometric studies) that might be 
particularly affected by the transition from the tightly controlled environment of the laboratory to the 
more chaotic and unpredictable world of crowdsourcing. Our goal has been to provide a synthesis that 
means other researchers nip common issues in the bud, rather than have to deal with them after 
significant amounts of empirical data collection have already taken place. 
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