
A Unified Probabilistic Model for Aspect-Level Sentiment Analysis 

by

Daniel Stantic

A Thesis

Presented to

The University of Guelph

In partial fulfilment of requirements

for the degree of

Master of Science

in 

Computer Science

Guelph, Ontario, Canada

© Daniel Stantic, April, 2016



ABSTRACT

A Unified Probabilistic Model for Aspect-Level Sentiment Analysis

Daniel Stantic Advisor:
University of Guelph, 2016 Dr. Fei Song

In this thesis, we develop a new probabilistic model for aspect-level sentiment analysis based on

POSLDA, a topic classifier that incorporates syntax modelling for better performance. POSLDA 

separates semantic words from purely functional words and restricts its topic modelling on the semantic

words. We take this a step further by modelling the probability of a semantic word expressing sentiment

based on its part-of-speech class and then modelling its sentiment if it is a sentiment word. We 

restructure the popular approach of topic-sentiment distributions within documents and add a few novel

heuristic improvements. Our experiments demonstrate that our model produces results competitive to 

the state of the art systems. In addition to the model, we develop a multi-threaded version of the 

popular Gibbs sampling algorithm that can perform inference over 1000 times faster than the traditional

implementation while preserving the quality of the results.
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Chapter 1

Introduction

With the explosive popularity of the World Wide Web the available platforms for expressing 

opinions have proliferated exponentially. For any given product, political topic, celebrity or anything 

that can be evaluated subjectively, an Internet user is likely to find opinions on that topic. The opinions 

are often detailed; expressed not just on the overall topic but on specific aspects of that topic. For 

example, a user writing a review of a camera can talk about the picture quality, battery life, ease of use, 

etc. Reviews expressed in such detail give consumers valuable input when they are shopping for a 

specific type of product. They also give valuable feedback to the companies that produce and/or sell 

products being discussed and to public figures seeking to gauge public opinion. The value and power of

the content generated on these platforms is indisputable.

Being able to extract useful information from all that raw data, however, is not always a trivial 

task. A popular product can have hundreds of reviews and if we look at all reviews for a certain type of 

product we could be facing thousands. Even though most review sites present an overall rating it may 

not be enough for a user who cares greatly about specific aspects of the product and not so much about 

others. A user who is looking to go on a cheap road-trip for example might care more about the price 

and location of a hotel whereas a business traveller will most likely care more about the business 

services. In order to extract that information users still have to sift through all the reviews manually. 
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Similarly, manufacturers of the products that are subjects of these reviews have to invest a lot of time to

make sense of the data. Worst yet, for a public figure to read through thousands or even tens of 

thousands of opinions generated on social media sites and other forums is nearly impossible.

The problem of extracting topic aspects, their relative importance (the weights) and the 

sentiments expressed on those aspects is commonly called Aspect-Level Sentiment Analysis and has 

received a great amount of attention over the recent years. At their core these are all text classification 

tasks although the methods used in each task are quite different. Recent research has shown that one of 

the ways to improve the accuracy and precision of these tasks is to take advantage of any part-of-speech

(POS) information available for the given text. In this thesis we present a novel probabilistic model for 

sentiment analysis while modelling syntax in unstructured text.

1.1 Applications

Public and consumer opinion has been the driving force for many of the decisions we make both

as consumers and providers of goods and services. Many of the popular shopping sites such as Amazon,

Expedia, TigerDirect and others provide the opportunity for their customers to rate the products they 

purchased and write free-text reviews. The information in these reviews is very useful to other shoppers

as well as the retailers and manufacturers of those products. However, much more can be done with it 

with the right tools.

1. Aspect Sentiment Detection and Summarization

As we mentioned before, most ratings given on shopping web sites are on the overall 

satisfaction or, at best, on broad categories applied to all products such as value, quality, 
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features, etc. and not on aspects specific to that product. A shopper that cares about some 

specific features of a product still has to read through all the reviews to get a sense of what 

people think about those features. It is a tedious and time consuming process. Moreover, the 

shopper might only read the first several reviews thinking that they are representative of the rest 

of them when in fact the rest might contain different information. An automated way of parsing 

the review data and extracting this information would be much more efficient and valuable. The 

shopper can then be presented with exactly the information he needs at a glance.

2. Aspect Ranking Search

If someone wants to find a product that is the best in the market when it comes to a specific 

feature he has to either go through the same exercise we mentioned in the previous point or, if 

he is lucky, he might find a web page where someone has done all the work and provided a 

ranking. Even though today's search engines are getting quite sophisticated there is still no easy 

way to retrieve this type of information. However, if a search engine had capabilities to do 

aspect-level sentiment analysis, a user would be able to enter search queries such as “camera 

with best picture quality and lowest price” to get the desired information.

3. Marketing

The information contained in user reviews is valuable not just to consumers but to 

manufacturers and retailers as well. Traditionally, manufacturers have been resorting to 

marketing surveys and focus groups to get a sense of what their consumers like or dislike about 

their products. Such endeavours are very costly and usually capture only a small fraction of the 

consumer opinion. The online user reviews on the other hand do not require any action from the 

retailer to collect once the infrastructure is in place. The reviews are also open to all of their 
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consumers as opposed to a chosen few as is the case in focus groups. An automated way of 

summarizing the data in these reviews would give the manufacturers a fast, easy and low-cost 

way of gathering valuable consumer feedback. That information can also be used by the  

retailers as their sales staff is often asked to make recommendations based on specific user 

needs.

1.2 General Challenges

Sentiment analysis in general poses several challenges. 

1. High Vocabulary Variability

When performing topic classification we can safely assume that certain words occur more 

frequently for a given topic. For example, “player”, ”ball” and “score” are likely to occur often 

in sports articles but not so often in articles covering other topics. Our topic classification 

approach can then take advantage of that fact. However, when people are expressing sentiment 

they tend to vary their vocabulary. It is very rare to see a review that reads something like “The 

movie was good. The actors were good. The plot was good.”. The reviewers tend to pick more 

varied words to express their sentiments so we cannot rely on the frequencies of the words 

“good” or “bad” for example. It might be tempting to say that we could rely on the frequencies 

of all words that are equivalent to “good” and all words that are equivalent to “bad” but there is 

a problem with that approach which brings us to our next point.

2. Context Dependence

Evaluative language can be highly context-dependent. Consider the following two evaluative 

4



statements:

“The movie was unpredictable”

and

“The car steering is unpredictable”

The first one uses the word “unpredictable” to describe a movie. Generally, this is a good thing; 

unpredictable movies keep us interested in watching more. The second statement uses the same 

word to describe the steering mechanism of a car. An unpredictable steering mechanism would, 

of course, be a horrible thing as the driver would have no control over the car and would end up 

in frequent accidents. Even words that one would think would always mean good or always 

mean bad can sometimes end up meaning the opposite. Consider the following excerpt from a 

movie review [41]:

“The slow, methodical way he spoke. I loved it! It made him seem more arrogant and even 

more evil.”

Most people would agree that arrogant and evil are bad personal characteristics. However, when

we watch a movie we want the villain to be arrogant and evil and we want it to really stand out 

in the actor's performance. Context dependence is one of the biggest challenges in sentiment 

analysis.

3. Noise

While professionally written and published articles tend to stay on topic, free-form reviews by 

the general public contain considerably more noise. Consider the following movie review 

excerpt:
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“My wonderful boyfriend took me to see this movie for our anniversary. It was terrible.”

The review is about a movie but the reviewer has decided to provide additional context in which

she describes the qualities of her boyfriend – something completely unrelated to the quality of 

the movie. Human beings have no problem distinguishing between movies and boyfriends but a 

computer algorithm can be thrown off by the extraneous text.

4. Subtlety

Sentiment is not always expressed through a sentence that clearly declares something as having 

a certain property. It is at times more subtle than that. For example, the following sentence:

“How can anyone sit through this movie?”

clearly (to humans) expresses a disappointment in the movie. However, the sentiment is 

expressed in the form of a question and uses no adjectives, adverbs, similes or metaphors. 

Algorithms relying on declarative statements have difficulty catching such subtle clues.

1.3 Proposed Solution

Our solution builds on the findings of other researchers and adds several novel changes. The 

parametric POSLDA model developed by Darling [9] can be seen as the starting point of our solution.  

Darling combined the LDA [7] topic model with a Bayesian HMM syntax model in such a way that 

words in a semantic POS class carry topic information while purely functional words do not. We then 

add a component that determines whether or not a word expresses a sentiment based on its POS class in

the same way that Li at al. did for STDP [24]. Unlike their approach, our model does not require a POS 

tagger since it contains a syntax modelling component. We then add a sentiment analysis component 
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similar to the one developed by Lin and He for JST [25]. However, as opposed to having a topic 

distribution for each sentiment, our model has a sentiment distribution for each topic. As we will 

explain in Chapter 3, this is a more appropriate approach for the task we are trying to achieve. To 

determine the overall rating, we make the simplifying assumption that the more a person talks about a 

topic the more important that topic is to that person. Under that assumption, a topic distribution is 

proportional to topic weights as defined by Wang et al. in their work on LRR [45] and LARAM [46] so 

the overall rating can be defined in the same way. Finally, we add a few heuristics for better sentiment 

target detection and sentiment approximation for aspects that were not mentioned.

1.4 Contributions

Our contributions in this thesis are:

1. A New Model for Aspect-Level Sentiment Analysis

We present SentPOSLDA, a new model that discovers aspects and sentiments expressed 

towards those aspects in opinionated text as well as capturing semantic and syntactic properties 

of the words in the text.

2. A Parallel Processing Method for Gibbs Sampling

Running a Gibbs sampling process for a sufficient number of iterations for SentPOSLDA, and 

even for some of the previous models, can take a very long time. In this thesis, we present a 

parallel-processing approach to Gibbs sampling and show that the efficiency of the process 

improves drastically without compromising the quality of the results.
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3. Comparison to Existing Methods

We present a qualitative and quantitative comparison of our work to the existing approaches and

show that our method matches or exceeds the performance of the existing approaches.

1.5 Overview

The remainder of this thesis is organized as follows. Chapter 2 provides a review of the 

concepts and literature relevant to our work, including topic modelling, part-of-speech tagging and 

sentiment analysis. Chapter 3 presents the model itself, including the generative process and the 

inference algorithms as well as the parallel-processing approach to these algorithms. Chapter 4 

describes the details of our experiments and the subsequent analysis. Chapter 5 summarizes the 

conclusions and suggests directions for future work.
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Chapter 2

Background and Related Work

In this chapter we provide the background knowledge necessary for understanding our work. We

begin by explaining some general concepts from probability theory. We then show how these concepts 

have been applied to topic modelling, part-of-speech tagging and sentiment analysis in the recent 

research. Notable models that have influenced our work are presented in more detail and the reader is 

directed to the original papers for the details of other approaches.

2.1 General Concepts

The following is a brief overview of concepts from Bayesian probability and the related 

methods and extensions. It is assumed that the reader is familiar with the basics of probability theory 

such as the definition of probability, joint, marginal and conditional probabilities, and the sum and 

product rules.

2.1.1 Bayesian Probability Theory

Bayesian probability theory [33] allows us to model uncertainty about future events. Unlike the 
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frequentist interpretation of probability theory that relies on repeatable stochastic events, the Bayesian 

approach defines probability as a degree of belief. We start with some initial belief about the system and

update that belief as new data is observed. The foundation of Bayesian probability is Baye's theorem:

p(A|B)=
p (B|A) p(A)

p(B)
(2.1)

where A and B are events and B is such that p(B) > 0.

Suppose that we want to know if it is going to rain tomorrow. A quick search online tells us that 

historically, tomorrow's date has experienced rain 30% of the time. A frequentist approach would rely 

on this figure alone and leave the probability at 0.3. The Bayesian approach allows us to incorporate a 

prior bias based on other knowledge or intuition. Let's assume that our favourite weatherman has 

predicted rain. Let's also assume that we have his track record on hand and when it does rain, he 

predicts it correctly 90% of the time. When it doesn't rain, he makes an incorrect prediction of rain 10%

of the time. Let's define event A as “it rains”, A as “it doesn't rain” and B as “the weatherman has 

predicted rain”. We can then apply Baye's theorem to calculate the probability of rain as follows:

p(A|B) =
p(B|A) p(A)

p(B|A) p(A)+ p(B|A) p(A)

=
(0.9)(0.3)

(0.9)(0.3)+(0.1)(0.7)

= 0.794

(2.2)

Tomorrow, when we actually observe the weather, we will know if the weatherman's prediction was 

correct and we will update his track record accordingly. The next time we want to know if it is going to 

rain we will use the updated values for p(B|A) and p(B|A) based on the updated track record.

More formally, consider a probabilistic model with parameters Q and observed data x. The 
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probability of Q, p(Q) describes our beliefs before any data is observed and is called the prior. The 

probability of seeing data x given the model, p(x|Q) is called the likelihood. Using Bayes' theorem we 

can define the posterior distribution:

p(Θ|x)=
p(x|Θ) p(Θ)

p(x )
(2.3)

giving us the uncertainty in our model after observing some data. If the posterior has the same form as 

the prior then the prior is the conjugate prior for the likelihood.

Since the denominator only serves as a normalization constant, Bayes' theorem can be 

simplified to:

posterior µ likelihood ´ prior

The parameters Q can themselves be defined as probability distributions. In that case, the parameters of

the parameters are called hyperparameters.

The models described in this thesis are more complex than the weather example, often having 

the posterior of one variable act as the prior for another. In the next subsection, we will present a tool 

that can aid in understanding complex models.

2.1.2 Bayesian Networks

A Bayesian network is a graphical representation of a joint distribution. Graphical 

representations are a convenient way to visualize the structure of a model and can be used to obtain 

insight into its properties by visual inspection.

Each variable in the distribution is represented by a node in the network. A dependence 

11



relationship between two nodes is represented by a directed arc to the dependent node from the node it 

depends on. For example, the Bayesian network representation of the joint distribution p(W, X, Y, Z) = 

p(W)p(X)p(Y|W)p(Z|X, Y), where W and Z are conditionally independent, is shown in Figure 2.1.

If the value of a variable is observable then the node representing that variable is shaded while 

other, latent variables, are left transparent. For example, when analyzing text, the words are values that 

are observed while their properties such as topic, part-of-speech, etc. are typically latent.  If we wanted 

to depict a very simple model where variables w1, ..., wN represent words in a piece of text and each 

word is dependent on a variable T representing the topic, the resulting Bayesian network would be as in

Figure 2.2.
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Figure 2.1: Graphical representation of a joint probability



The previous example was of a very simple model and yet the diagram was already somewhat 

cumbersome due to multiple occurrences of the same type of variable. If we were to include document 

instances and other repetitive variables into the model, the diagram would become extremely elaborate 

and barely usable. Natural language processing (NLP) researchers have developed a more compact 

notation for these purposes called the plate notation. When using the plate notation, one node is drawn 

with a common label representing the type of variable. The node is placed within a plate with the 

number of occurrences of that type of variable placed in one of the corners. For example, the model in 

Figure 2.2. can be drawn using the plate notation as in Figure 2.3.

If we wanted to model multiple documents where each document has its own topic, we simply place the

above diagram into another plate with the number of documents in one of the corners:
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A common practise in NLP circles that also deviates from tradition is including distribution 

parameters into the diagram. For example, if we wanted to model each word as being drawn from a 

multinomial distribution parameterized by , where each document has its own value for  then we 

would draw our diagram as follows:

The type of distribution is not depicted in the diagram, only the parameters. To fully define a model we 

describe its generative process. The generative process formally defines the assumed steps taken to 

generate the observed data. For example, the generative process for the model in the previous example 

is as follows:

1. For each document d:

(a) For each word wi in d:

i. Draw wi ~ Multinomial(d)

14
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2.1.3 Markov Chains and Markov Models

A subclass of Bayesian networks called dynamic Bayesian networks is used to model time series

data. Each variable in a dynamic Bayesian network is assigned a time index, for example {X1, ... XT}. 

In one of the simpler cases each variable is only dependent on the previous variable so that the joint 

distribution of the series is:

p(X1 , ..., X T)=p (X1) p(X2|X1) ... p (XT|XT−1) (2.4)

A system with a probability distribution such as the one above is called a Markov Chain and a model 

based on a Markov Chain is called a Markov Model. Figure 2.6 shows a graphical representation.

The type of model we just described is a 1st-order Markov model but it is also possible to have an nth-

order Markov model where each variable is dependent on the previous n variables.

A simple example of a Markov chain is any type of board game where the moves on the board 

are determined by a roll of a dice. In this scenario the next position on the board is determined only by 

the current position and the roll of the dice. The events that led to us occupying the current position 

have no effect on what the next position will be.

Consider now the following scenario. Suppose that our neighbour goes to one of two grocery 

stores every day. The store he goes to on a given day depends on what he needs that day. He is unlikely 
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to need something from the store he went to the day before since he usually buys enough to last him a 

few days. However, if he is in the mood for some particular type of food he might go to the same store 

two days in a row. Since the next store he goes to depends on the last one he went to and on his mood 

that day, the sequence of stores that he goes to is a Markov chain. Now let's assume that we do not have

a view of the path he takes to either store so we can never see which one he went to. Let's also assume 

that we have a dog that runs out through a doggy door to greet our neighbour every time he comes back 

from the store. Our neighbour happens to like dogs so every time he goes to a store he buys a treat for 

our dog if he has enough money left over. The treats are more expensive at one store than the other so 

he is less likely to have enough money left for a treat when he shops at the more expensive store. Every 

day, we see our dog leaving and entering the house and we observe whether or not the dog came back 

with a treat in his mouth. From those observations and knowing the rough pattern our neighbour 

typically follows we can deduce which store he likely went to on a given day.

The scenario we just described is an example of a Hidden Markov Model (HMM). Formally, if 

{X1, ..., XT} is a Markov chain such that X1,... XT are discrete variables that we cannot observe and 

Y1, ..., YT are variables that we can observe such that each Yt is dependent on Xt for 1 < t < T then the 

resulting model is an HMM. Figure 2.7 shows a graphical representation.
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The hidden variables are also called state variables. We are typically interested in deriving the 

probability of the hidden variables based on the observations of the visible variables. To that end, we 

use the joint probability distribution of an HMM:

p(X1 , ..., X T ,Y 1, ... ,Y T )=p(X1) p(Y 1|X1)∏
t=2

T

p (X t|X t−1) p (Y t|X t) (2.5)

If the Xt variables have K possible values then the p(Xt|Xt-1) distribution can be defined by a K ´ K state

transmission matrix. Similarly, if Yt variables are discrete and have L possible values then the p(Yt|Xt) 

distribution can be defined by a K ´ L emission matrix.

As we shall see later in this thesis, HMMs have been very useful in modelling syntax in text and

we will employ them in our model for the same purpose.

2.1.4 Approximate Inference with Gibbs Sampling

When applying Bayesian probability to natural language processing we will typically define a 

probabilistic generative process that models the way a person chooses their words based on latent 

properties such as topic, sentiment, syntax, etc. We will then try to invert that process using statistical 

inference to calculate distributions over those latent properties conditioned on a data set. However, 

doing such a calculation is often intractable. In these cases we have several options for approximate 

inference. The approach we have taken in this thesis is a form of Markov Chain Monte Carlo 

algorithms called Gibbs sampling.

Monte Carlo techniques are algorithms for obtaining the desired value through simulations 

based on probabilistic choices. As a very simple example, we can calculate the approximate value of 
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the constant p with the following Monte Carlo method. Draw a large square on the ground of size d x d 

and within it draw a circle of diameter d (ie. the circle just barely fits inside the square). Now sprinkle 

some rice uniformly over the drawing. The ratio of the number of grains of rice inside the square, S and

the number of grains of rice inside the circle, C should approximate the ratio between the area of the 

square and the area of the circle. Therefore,

C
S
≈
π(d /2)2

d2
(2.6)

If we observed that C = 100 and S = 127, solving for p would get us:

π≈4
C
S
=4

100
127

=3.149606299 (2.7)

If we were to throw some more grains of rice on the drawing we would have more data points and our 

approximation would become more accurate. As the number of grains approaches infinity the 

approximation approaches the exact value.

In the example above we used a sampling technique to approximate a property of a simple 

model involving a uniform distribution. Going back to performing inference on complex probability 

distributions, let X = {x1, ..., xN} represent observed data and Y = {y1, ..., yN} some latent properties of 

that data. For example, X can be the words in a corpus of documents and Y can be topics associated 

with those words. Given the probability p(X, Y), we want to derive an approximation to p(Y|X). There 

are several sampling techniques that can be used to do this but the main idea to keep in mind is that the 

samples can be seen as a sequence of transitions through a state space (ie. Y(1) to Y(2) to Y(3), etc). From 

that perspective, the process can be expressed as:

1. Y(0) = random point
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2. For t = 1 to T:

(a) Draw Y(t) ~ p(Y(t) | Y(0), ..., Y(t-1), X)

Where T is the total number of samples we want to take. Our goal is to perform these transitions in a 

way that is proportional to p(Y|X). In other words, we want the transitions to lead us to the states where

p(Y|X) is high more often than to the states where it is low. It can be shown (ex. [4]) that if we setup 

p(Y(t) | Y(0), ..., Y(t-1), X) as a Markov Chain (this is the “Markov Chain” part of “Monte Carlo Markov 

Chain”) so that p(Y(t) | Y(0), ..., Y(t-1), X) = p(Y(t) | Y(t-1), X) and if that chain satisfies certain conditions 

then the stationary distribution of that chain will indeed be proportional to the p(Y|X) distribution. The 

Gibbs sampling algorithm was designed to meet precisely those conditions [4].

After a random initialization of the variables, the Gibbs sampler draws a value for each of the 

variables from its probability distribution conditioned on the values of all the other variables. The 

algorithm repeats the drawing step until the values converge, although typically we set some iteration 

limit instead of testing for convergence at each iteration.

More formally, the Gibbs sampling algorithm performs the following steps:

1. Randomly initialize y1
(0), ..., yN

(0)

2. For t = 1, ..., T:

(a) Draw y1
(t+1) ~ p(y1|y2

(t), ..., yN
(t), x1)

(b) Draw y2
(t+1) ~ p(y2|y1

(t+1), y3
(t), ..., yN

(t), x2)

....

(c) Draw yN
(t+1) ~ p(yN|y1

(t+1), ..., yN-1
(t+1), xN)
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Note that the Gibbs sampler does not need to sample from the exact form of the distribution but 

can instead use a simpler function that is proportional to the distribution. This can make the sampling 

step simpler and more efficient. For simplicity and efficiency, the probabilities are often (and for all the 

models in this thesis) expressed in terms of counts of the variable values and value co-occurrences. 

When the probability functions take such a form the algorithm becomes:

1. Randomly initialize y1
(0), ..., yN

(0)

2. For t = 1, ..., T:

(a) For i = 1, ..., N:

i. Decrement all counts involving yi

ii. Calculate p(yi | y1, ..., yi-1, yi+1,..., yN, xi)

iii. Draw yi ~ p(yi | y1, ..., yi-1, yi+1,..., yN, xi)

iv. Increment counts to include yi

The fact that we can use this form of the algorithm will be important later when we present our parallel-

processing implementation.

When the probability distribution contains hyperparameters, they are typically updated at 

regular iteration intervals. With most implementations the updates do not begin until a certain “burn in”

period has passed since the sampled values during the early iterations are still far off from the original 

distribution.
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2.2 Topic Modelling

2.2.1 Early Approaches

Although not a probabilistic model with a Bayesian formulation, the root of modern topic 

models is a matrix factorization approach called Latent Semantic Indexing (LSI) [11]. In LSI, topics are

modelled with linearly independent base vectors and topic classification is achieved by decomposing 

the matrix representation of the corpus into such vectors.

Inspired by LSI, but striving for a generative probabilistic model, Hoffman [19] developed 

Probabilistic Latent Semantic Analysis (pLSA). In pLSA, each word is described by a mixture model 

where the components of that model are multinomial random variables representing topics. 

Specifically, it assumes the following generative process:

1. For each word wn in document d:

(a) Draw a topic zn ~ Multinomial(d)

(b) Draw a word wn ~ Multinomial(zn)

where d = p(z|d) and z = p(w|z). A graphical representation is shown in Figure 2.8 where D is the 

number of documents and N is the total number of words. 

The joint probability of word wn and document d is then:

p(wn , d)=p(d)∑
z

p(wn|z) p (z|d) (2.8)

The generative process can then be reversed through posterior inference to determine the topic 

assignments zn. 
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The problem with this approach is that there is no probabilistic model for the proportion of 

topics in a given document. The d in the above equation is simply an index in the list of documents in 

the training set. That means that the number of parameters grows linearly with the size of the corpus 

and that leads to problems with overfitting. It also makes it impossible to perform inference for 

documents outside the training set. Latent Dirichlet Allocation [7], described in the next section, solves 

this problem by giving the topic distribution a Dirichlet prior.

2.2.2 Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation (LDA) [7] is a generative probabilistic model for collections of 

discrete data. Although it is general enough for modelling any kind of data, it was originally introduced 

as a topic model and has been a popular basis for more complex text modelling problems (ex. [6], [5],

[36], [44], [38]). In the context of text modelling, the documents are defined as random mixtures over 

latent topics and each topic is represented as a distribution over words. More specifically, LDA assumes

the following generative process:
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1. For each topic z:

(a) Draw topic-word distribution ft ~ Dirichlet(b)

2. For each document d:

(a) Draw document-topic distribution qd ~ Dirichlet(a)

(b) For each word wi in d:

i. Draw a topic zi ~ Multinomial(qd)

ii. Draw a word wi from p(wi | zi, f(ti))

Where a and b are the model hyperparameters for the Dirichlet priors. A graphical representation of the

model is given in Figure 2.9. The cardinality T in the diagram is the number of topics. 
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We stayed at the Loyal Inn because we wanted to be in downtown Seattle, since we only had two 
nights there. It exceeded our expectations in many respects. The rooms were large and comfortable, 
with many extra amenities. The breakfast was very extensive, with many fresh fruits, eggs, breads and 
even waffles. The hotel staff was very friendly and helpful, especially with suggestions of places to see
during our rather limited time in the city. (Highlights were the Columbia Center, the second tallest 
building on the west coast, with marvellous views of the surrounding area, and also the Pike Street 
Market.)We also appreciated the location, as it is within two blocks of the area of free bus 
transportation from early morning to late evening on all buses in the downtown area. This was a 
marvellous idea, and did much to cut down on traffic congestion. I plan to return to this hotel in the 
spring of 2009.

Value
Room

Location
Cleanliness

Front Desk
Service

Business Service
Other

Figure 2.10: Sample review with topics detected by LDA. (Topic labels added manually.)

Once the distributions for a given corpus have been learned, each document d will be 

characterized by its document-topic distribution qd. For example, suppose that our corpus contains the 

review in Figure 2.10 and LDA, with T=8, detects the topics as indicated by the colour scheme. About 

10% of the detected topics accounted for the room, 10% for the service, 10% for the front desk, 20% 

for the location and the remaining 50% for other topics. Value, cleanliness, and business service were 

not detected at all. If we index the topics in the order they appear in the legend then the document-topic 

distribution for this particular document will be qd = (0, 0.1, 0.2, 0, 0.1, 0.1, 0, 0.5).

The full joint probability for LDA is given by:

p(w , z ,θ ,φ|α ,β)=∏
t=1

T

Dir (φt|β)∏
d=1

D

Dir (θd|α)∏
d=1

D

∏
i=1

Nd

p (zd ,i|θd)∏
d=1

D

∏
i=1

Nd

p (wd ,i|φzd , i) (2.9)

Exact inference in this case is, of course, intractable and necessitates an approximate inference 

technique. Blei, et al., the original authors of LDA, used a technique called variational inference to 

calculate the p(z|w) probability distribution. Since that technique is not relevant to our work we will 
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refer the reader to the original LDA paper for further details and present an alternative approach using 

Gibbs sampling. 

In the notation we used in section 2.4.1, Y = z and X = w. The entire derivation of a Gibbs 

sampler for LDA is rather lengthy and can be found in [43] and [8]. Here, we simply present the 

resulting, simplified probability function for the sampler:

p(z i|z−i ,w i) ∝ { nw i

(zi)+β

n(zi)+W β
⋅
nzi
(d)
+αzi

n(d)+α
(2.10)

where wi is the observed word, zi is the topic assigned to wi, z-i are the topic assignments of all words 

except wi, nzi
(d) is the number of times topic zi occurs in document d, n(d) is the number of times any 

topic was mentioned in document d, nwi
(z) is the number of times the word wi was used for topic zi and 

n(zi) is the number of times topic zi was mentioned in the corpus. This function can then be used in the 

Gibbs sampling algorithm described in section 2.4.1 to get the desired p(z|w) distribution.

Blei, et al. [7] reported qualitative results by showing a sample grouping of words into topics. 

Table 2.1 shows some sample topics learned from the TREC AP corpus. They also reported quantitative

results in terms of perplexity of a held-out test set. Perplexity is a common way to measure performance

in language modelling and can be described as the average predicted number of equally likely words for

a given position. More formally, for a held-out test set of size M, Dtest = (wd)M
d=1, perplexity is defined 

as:

perplexity (Dtest )=exp(−∑d=1
M

log p(w d|Θ)

∑
d=1

M

N d ) (2.11)
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where , the model parameters, are learned from the training data, p(wd|) is the likelihood of 

document wd given those parameters and Nd is the number of words in document wd. Performance is 

inversely proportional to the perplexity score. Figure 2.11 shows the perplexity graphs as compared to 

other models on two data sets.

The rest of the models described in this chapter that include a topic classification component all 

have LDA as their basis. Our own model follows that approach as well.

Arts Budgets Children Education

new
film
show
music
movie
play
musical
best
actor
first
york
opera
theater
acress
love

million
tax
program
budget
billion
federal
year
spending
new
state
plan
money
programs
government
congress

children
women
people
child
years
families
work
parents
says
family
welfare
men
percent
care
life

school
students
schools
education
teachers
high
public
teacher
Bennett
manigat
namphy
state
president
elementary
diti

Table 2.1: Example topics learned from TREC AP corpus with LDA
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Figure 2.11: Perplexity results on the nematode (Top) and AP (Bottom) corpora for LDA,
the unigram model, mixture of unigrams, and pLSI



2.3 Syntax Modelling

Early attempts to model syntax relied on extensive rules about the grammatical structure of text.

Accounting for every possible scenario and keeping up with the changing nature of language, however, 

proved to be exceedingly difficult. In one case, Green and Rubin [15] created a POS tagger that 

involved several thousand rules and still achieved accuracy of only 77%.

Natural language seems to be very flexible and varied and is therefore an excellent candidate for

statistical or probabilistic approaches. When analyzing a piece of text, the words are observable to us 

and we know that each word was chosen partially due to the POS class that is likely to follow the POS 

class of the word before it. It is therefore natural to model this problem with an HMM; the POS classes 

are the hidden states and the words are the observable variables generated from those states.

In the models described in this thesis and in our own model, syntax is modelled using a 

Bayesian HMM. In this type of HMM the transition rows and emission probabilities are multinomial 

random variables with Dirichlet priors. Figure 2.12 shows a graphical representation. In the diagram, ci 

is the POS class assignment for word wi and C is the number of POS classes.

The Bayesian HMM approach allows us to use the same framework for Gibbs sampling as for 

LDA. For a multinomial distribution p(x|) with a Dirichlet prior p(|), the probability that xi is 

assigned  k  K is:

p(x i=k|x−i ,α)=
nk+α

n+|K|α−1
(2.12)

Where  is a symmetric K-vector and x-i are the assignments of all variables except xi. 
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Therefore, the probability of part of speech class ci given c-i in the Bayesian HMM is:

p(c i|c−1, γ)∝
nci−2 ,c i−1 , c i+γci

nc i−2, c i−1+γ
(2.13)

where nx is the number of times sequence x of POS classes appears in the corpus. The probability of ci 

given c-i and words w is:

p(ci|c−i , w ,β ,γ)∝
nwi

(ci)+β

n(c i)+W β

n(ci−2 ,c i−1 ,c i)+γc i

n(c i−2 , c i−1)+γ.

n(c i−1 ,c i , c i+1)+γc i

n(c i−1 , c i)+γ.

n(ci ,c i+1 ,c i+2)+γci

n(c i ,c i+1)+γ.

(2.14)

where nwi
(ci) is the number of times that ci is the POS class of word wi and n(ci) is the total number of 

occurrences of class ci.
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2.4 Integrating Topics and Syntax

In [16], Griffits et al. combine the LDA and Bayesian HMM models to model topics and syntax 

simultaneously. In their model, all semantic words (ie. words that express a topic) are grouped into a 

single state in the Bayesian HMM while other, purely syntactic words, are modelled by the remaining 

states representing different POS classes. Within the semantic state the individual topics are modelled 

using LDA. A graphical representation is shown in Figure 2.13. We use CSYN to denote the number of 

purely syntactic words and assume that state 1 is the semantic state.

The formal generative process of HMMLDA is as follows:

1. Draw (d) ~ Dirichlet()

2. For each word wi in document d

(a) Draw topic zi ~ Multinomial((d))

(b) Draw POS class ci from (ci-1)

(c) If ci = 1:

i. Draw word wi ~ (zi)

(d) Else:

i. Draw word wi ~ (ci)
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The probability function for the Gibbs sampler is then a combination of equations (2.10) and (2.14):

p(ci , z i|c−i , z−i ,w) ∝ { pc i⋅
nwi

(ci , zi)+β

n(ci ,z i)+W β
⋅
nz i
(d)
+αzi

n(d)+α
c i=1

pci⋅
nw i

(c i)+β

n(ci)+W β
c i≠1

(2.15)

where

pc i =
n(c i−2 ,c i−1 ,c i)+γc i

n(ci−2 ,c i−1)+γ
⋅
n(ci−1 ,c i , c i+1 )+γc i

n(ci−1 ,c i)+γ
⋅
n(ci ,c i+1 ,c i+2)+γc i

n(c i ,c i+1)+γ
(2.16)

Figure 2.14, taken from [16], shows some sample experiment results on a concatenated Brown and 

TASA corpora in comparison to LDA.
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Figure 2.13: HMMLDA model



(a) LDA topics

the
blood

,
of

body
heart
and
in
to
is

the
,

and
of
a
in

trees
tree
with
on

the
,

and
of
in

land
to

farmers
for

farm

the
of
,

to
in

and
classes

government
a

state

the
a
of
,

in
to

picture
film

image
lens

a
the
of
,

in
water

is
and

matter
are

the
,

of
a

and
in

story
is
to
as

the
,
a
of

and
drink

alcohol
to

bottle
in

the
,
a
in

game
ball
and
team

to
play

(b) HMMLDA topics
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(c) HMMLDA classes
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Figure 2.14: (a) Topics extracted by the LDA model. (b) Topics from the composite model. (c) Classes 
from the composite model.

As we can see, the HMMLDA model performs a cleaner separation of semantic and syntactic words 

and the semantic words are more descriptive of the detected topics.
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In [9], Darling extends HMMLDA to model the different types of semantic POS classes. In 

POSLDA, instead of grouping all semantic words into a single state, the states are split into semantic 

and syntactic (non-semantic) states. Semantic words are then modelled using a joint probability 

distribution of a Bayesian HMM and LDA.

If we denote the number of semantic classes as CSEM and we choose the first CSEM states to be the

semantic states, then the formal generative process for POSLDA is as follows:

1. For each row r in :

(a) Draw r ~ Dirichlet()

2. For each word distribution   :

(a) Draw  ~ Dirichlet()

3. For each document d:

(a) Draw topic distribution d ~ Dirichlet()

(b) For each word token wi in document d:

i. Draw POS clas ci ~ ci-1

ii. If ci  CSEM:

A. Draw word wi ~ ci
(SYN)

iii. Else:

A. Draw topic zi ~ d

B. Draw word wi ~ ci,zi
(SEM)
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The probability function for the Gibbs sampler is an extension to the one for HMMLDA:

p(ci , z i|c−i , z−i ,w) ∝ { pc i⋅
nwi

(ci , zi)+β

n(ci ,z i)+W β
⋅
nz i
(d)
+αzi

n(d)+α
ci≤CSEM

pci⋅
nw i

(c i)+β

n(ci)+W β
c i>CSEM

(2.17)

where pci is the same as in (2.16). A graphical representation of POSLDA is presented in Figure 2.15. 

Notice that LDA, Bayesian HMM and HMMLDA are special cases of POSLDA; setting C = 1 

reduces the model to LDA, setting T = 1 reduces it to the Bayesian HMM and setting CSEM = 1 reduces 

it to HMMLDA. One advantage of such a generalized structure is that experiments involving all four 

models can be easily performed using a single implementation of POSLDA just by modifying the 

relevant parameters.
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Figure 2.15: POSLDA model



Darling performed experiments on the TREC AP data set comparing POSLDA to both LDA and

HMMLDA on the task of topic modelling. POSLDA outperformed both as can be seen in Figure 2.16.
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Figure 2.16: Perplexity of POSLDA and other probabilistic models as T varies.



2.5 Sentiment Analysis

2.5.1 Early Approaches

Arguably, the paper that kicked off modern day research into sentiment analysis was the 1997 

paper by Hatzivassiloglou and McKeown [17] on the semantic orientation of adjectives. 

Hatzivassiloglou and McKeown took advantage of conjunctions and disjunctions of adjectives in large 

corpora to detect sentiment polarities of individual adjectives. Subsequently, in the early 2000s, 

research activity in this area saw an exponential increase (ex. [18], [47], [48], [39], [40], [41], [32],

[10]).

Most of this early work was on classifying entire documents as either positive or negative based 

on the polarity of words found within them. In the famous 2002 paper [41], Turney used the Pointwise 

Mutual Information and Information Retrieval (PMI-IR) [40] algorithm to calculate the similarity of 

phrases containing adjectives and adverbs to the word “excellent” and the word “poor”. He utilized a 

POS tagger to identify the adjectives and adverbs, a set of hardcoded POS patterns to identify 

opinionated phrases and a web search engine to retrieve the necessary statistics. A review was classified

as positive or negative according to the average semantic orientation of the identified phrases. In his 

experiments, the accuracy ranged from 66% for movie reviews to 84% for car reviews. Although the 

implementation was somewhat impractical, the work demonstrated the potential of further research in 

this area. In [32], Pang et al. performed experiments on the same task using three machine learning 

algorithms: Naive Bayes, maximum entropy and support vector machines. They found that although 

these methods showed promising results, they did not perform as well on classifying by sentiment as 

they did on classifying by topic. They further noted that using only adjectives gave worse performance 

than using all types of words. In retrospective, these results make sense considering all the challenges 
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mentioned in Chapter 1.

Later on, researchers began work on more complex problems such as sentiment analysis on a 

multi-point scale (ex. [14], [31]) and the focus of our research, aspect-level sentiment analysis. The 

initial aspect-level models were largely lexicon-based or utilized a bootstrapped approach (ex. [50],

[21], [12], [20], [23], [34]). Such approaches were often too rigid to handle domain dependence and 

other challenges mentioned in Chapter 1. The more modern approach has been to extend probabilistic 

topic models such as LDA. We describe some of the more notable work in this area in the next section.

2.5.2 Probabilistic Models

To our knowledge, Joint Sentiment/Topic model (JST) [25] was the first fully unsupervised 

probabilistic model to detect topic and sentiment simultaneously. It extended LDA by adding an 

additional layer for modelling sentiment. Figure 2.17 shows a graphical representation along with LDA 

for comparison. 
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The S in the diagram is the number of sentiment labels, s is the sentiment orientation of a word and  is

the overall sentiment distribution for a document. The formal generative process assumed by JST is as 

follows:

1. For each document d:

(a) Draw sentiment distribution d ~ Dirichlet()

(b) For each sentiment s:

i. Draw topic-sentiment distribution d,s ~ Dirichlet()

2. For each word wi in document d:

(a) Draw sentiment si ~ d

(b) Draw topic zi ~ d,si

(c) Draw word wi ~ zi,si

In [22], Jo and Oh noted that in JST individual words can come from different language models.

They argued that if the words from a single sentence came from the same model then each model would

focus on the regional co-occurrences of the words in a document. With that in mind, they developed 

Aspect Sentiment Unification Model (ASUM) with the following generative process:

1. For every pair of sentiment s and topic z:

(a) Draw s,z ~ Dirichlet(s)

2. For each document d:

(a) Draw sentiment distribution d ~ Dirichlet()

(b) For each sentiment s:
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i. Draw topic distribution d,s ~ Dirichlet()

(c) For each sentence:

i. Draw sentiment s ~ Multinomial(d)

ii. Draw topic z ~ Multinomial(d,j)

iii. Generate words w ~ Multinomial(s,z)

Figure 2.18 shows a graphical representation in comparison with JST. The M in the diagram is the 

number of sentences.

Li et al. pointed out in [24] that the assumption made in ASUM that every word in a particular 

sentence expresses the same topic and sentiment was too strong. They further noted that not every word

has a sentiment polarity. The model they present, Sentiment Topic Model with Decomposed Prior 

(STDP), eliminated the sentence-level constraint and introduced a way to model the probability that a 
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word expresses sentiment based on its POS class. However, they do not model POS classes as we do 

but instead use a POS tagger to provide that information.

Formally, the STDP generative process is as follows:

1.  For every pair of sentiment s and topic z:

(a) Draw z,s ~ Dirichlet(z,s)

2. For every topic z:

(a) Draw z,(S+1) ~ Dirichlet(z,(S+1))

3. For each POS group p:

(a) Draw p ~ Beta(p)

4. For each document d:

(a) Draw sentiment distribution d ~ Dirichlet()

(b) For each s  {0, ..., S+1}:

i. Draw topic distribution d,s ~ Dirichlet()

(c) For each word w in d:

i. Draw sentiment/non-sentiment indicator f ~ Bernoulli(p)

ii. If f = true:

A. Draw sentiment s ~ Multinomial(d)

B. Draw topic  z ~ Multinomial(d,s)

C. Draw word w ~ Multinomial(z,s)
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iii. Else:

A. Draw topic z ~ Multinomial(d,(S+1))

B. Draw word w ~ Multinomial(z,(S+1))

Figure 2.19 shows the graphical representation of STDP along with ASUM for comparison. Note that 

the STDP model has S+1 sentiment labels where the extra label models non-sentiment. The P in the 

model is the number of POS groups.

The performance comparison between the three models is best summarized by the experiment 

results in [24] and is presented in Figure 2.20.
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Figure 2.19: Graphical representations of ASUM and STDP



2.5.3 Modelling Topic Weights

In [45], Wang et al. define the Latent Aspect Rating Analysis (LARA) problem: given a set of 

reviews and their overall ratings, detect topics in the review, the sentiments expressed about those 

topics and the relative emphasis or weight placed on each topic. Latent Rating Regression (LRR) was 

their initial solution and did not explicitly model topics. Instead, Wang et al. used a set of seed words 

and an EM-like bootstrap algorithm to classify sentences into topics and then applied the LRR model 

for sentiment analysis and detecting topic weights. Latent Aspect Rating Analysis Model (LARAM)

[46], developed by the same authors, was an extension to LRR that incorporated topics into the model 

itself.

The topic classification algorithm used in LRR is shown in Figure 2.21. The output of the 

algorithm is a word frequency matrix Wd for each document containing the normalized frequencies of 

words in each aspect. 
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Electronics (C&E) and Local Restaurants and Hotels (LH).



Input: A collection of reviews {d1, d2, …, d|D|}, set of aspect keywords {T1, T2, …, Tk}, vocabulary V, 
selection threshold p and iteration step limit I.
Output: Reviews split into sentences with aspect assignments.
Step 0: Split all reviews into sentences, X = {x1, x2, …, xM};
Step 1: Match the aspect keywords in each sentence of X and record the matching hits for each aspect 
i in Count(i);
Step 2: Assign the sentence an aspect label by ai = argmaxi Count(i). If there is a tie, assign the 
sentence with multiple aspects;
Step 3: Calculate 2 measure of each word (in V);
Step 4: Rank the words under each aspect with respect to their 2 value and join the top p words for 
each aspect into their corresponding aspect keyword list Ti;
Step 5: If the aspect keyword list is unchanged or iteration exceeds I, go to Step 6, else go to Step 1;
Step 6: Output the annotated sentences with aspect assignments;

Figure 2.21: Bootstrapping algorithm for LRR.

Once the algorithm has been applied to the data set the aspect sentiments are assumed to be 

generated as a linear combination of Wd and s:

ηi=∑
j=1

n

s i , jW d ,i , j (2.18)

where si is the word sentiment polarity on aspect zi. We then draw a prior for the aspect weights from a 

Gaussian distribution:

κi∼N (μ ,Σ) (2.19)

where  and  are mean and variance parameters respectively. The overall rating is then represented as 

a sample drawn from a Gaussian distribution with mean d
Td and variance :

rd∼N (∑
i=1

T

κd , i∑
j=1

N

s i , jW d , i , j , ν
2) (2.20)
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Combining everything together, the probability of the overall rating for a given document is:

P(r|d )=∫ p(κd|μ , Σ) p(r|∑
i=1

T

κd ,i∑
i=1

N

sd ,i , jW d ,i , j ,ν
2
)d κd (2.21)

Wang et al. used a maximum a posteriori (MAP) estimation method to estimate the aspect weights 

given parameters , , 2 and s and a maximum likelihood estimator to estimate those parameters.

In LARAM, Wang et al. replaced the bootstrap algorithm with an LDA-like component; each 

topic was modelled by a multinomial distribution over the vocabulary and the topic distribution in each 

review is drawn from a Dirichlet distribution. The probability of the overall rating and the observed text

content W (not to be confused with Wd from LRR) is then:

p(r ,W|ϕ ,α ,δ ,μ ,Σ , ν2)=∫∫∏
n=1

|d|

∑
zn=1

T

p(wn|zn) p (zn|θ) p(θ|α)dθ

× p(r|∑
i=1

T

κi∑
n=1

|d|

si , jΔ [wn=v j , zn=i] , ν
2
) p(κ|μ ,Σ)d κ

(2.22)

Where  – an indicator function – replaces the word frequency matrix Wd. To infer the posterior 

distribution of the topic weights and topic sentiments Wang et al. used variational approximation.The 

two models are depicted graphically in Figure 2.22 along with LDA for comparison.

These are the first models to our knowledge to introduce the notion of topic weights. However, 

these models are somewhat incomplete as they require the overall rating to be given. In our work, we 

do not make this assumption but rather try to infer the overall rating from the data.
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Figure 2.22: LDA, LRR and LARAM models



Chapter 3

Proposed Solution

In this chapter we present our SentPOSLDA model and explain the details of its inference and 

optimizations. We also describe our parallel implementation of the Gibbs sampler for faster processing 

along with the reasoning behind it. 

3.1 SentPOSLDA Model

POSLDA [9], as introduced in Chapter 2, can be seen as the starting point of our model. We 

model topics and syntax in the same way; LDA [7] is the basis for the topic modelling component and 

the Bayesian HMM is the basis for the syntax modelling component.

We add a component to model the probability of a word being a sentiment word or a non-

sentiment word based on its POS class, borrowing the ideas from Li, et al's STDP [24]. However, 

instead of using a POS tagger, we take advantage of the syntax modelling component of our model. 

Furthermore, we restrict this component to operate on semantic classes only, since the syntax classes do

not normally capture sentiment-expressing words.

To add a sentiment analysis component we draw inspiration from JST [25]. However, whereas 

JST has a topic distribution for each sentiment label, our model has a sentiment distribution for each 
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topic. Intuitively, this is a more appropriate approach for what we are trying to achieve. A topic 

distribution for each sentiment label answers the question “which topics does the author like/dislike 

more than others?” whereas our approach answers the question “how much does the author like each 

topic?”. We also do not explicitly model an overall sentiment that influences aspect sentiments but 

rather derive the overall sentiment from the individual sentiments of the underlying aspects.

 To get the overall sentiment for a document we make the simplifying assumption that the more 

a person talks about a topic the more important that topic is to that person. Under this assumption, the 

topic proportion  is equivalent to the topic weights in LRR/LARAM [45], [46] and we can thus derive 

the overall sentiment in a similar way.

Intuitively, SentPOSLDA simulates the following process a user would follow to write a review:

1. The user decides to write a review describing a set of topics. She also decides how much she 

likes/dislikes each topic.

2. She first selects a POS group for the next word she will use, following the rules of syntax.

3. Depending on the POS group selected, she makes a choice over expressing something topic-

related or using a functional word to form a bigger phrase.

(a) If she decides to use a functional word she picks the word from the selected syntax class and

goes back to step 2.

(b) Otherwise, based on the POS group, she chooses to either identify a topic or express a 

sentiment about a topic.

i. If she chooses to identify a topic, she picks the topic to identify. She then picks a word to

identify that topic and goes back to step 2.
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ii. Otherwise, she picks a sentiment associated with a topic she mentioned in the current 

sentence. She then picks a word to express that sentiment and goes back to step 2.

Notice that in step 3.b.ii we further restrict the expression of a sentiment to a topic that was 

mentioned in the current sentence. Such dependence between a sentiment word and its target is 

something that is missing in all the models we described so far. ASUM [22] is the only one that can 

somewhat mimic that as it operates at the level of a sentence.

The formal generative process for SentPOSLDA is as follows:

1. For each row r in  for the POS classes:

(a) Draw r ~ Dirichlet()

2. For each semantic POS class c:

(a) Draw c ~ Beta()

3. For each word distribution   :

(a) Draw  ~ Dirichlet()

4. For each document d:

(a) Draw topic distribution d ~ Dirichlet()

(b) For each topic z:

i. Draw sentiment distribution d,z ~ Dirichlet()

(c) For each word token wi in document d:

i. Draw POS class ci ~ ci-1
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ii. If ci  CSEM:

A. Draw word wi ~ ci
(SYN)

iii. Else:

A. Draw topic zi ~ d

B. Draw sentiment/non-sentiment indicator fi ~ ci

C. If fi = true

I. Draw sentiment si ~ d,zi

II. Draw word wi ~ ci,zi,si
(SEM)

D. Else:

I. Draw word wi ~ ci,zi
(SEM)

As described, our model keeps track of topic and sentiment distributions on a per-document 

basis. However, it can easily be converted to do that on a per-sentence basis. To do that, we treat each 

sentence the same way we have been treating documents so far. Then, after we perform inference and 

wish to derive document-level properties, we simply aggregate appropriate distributions for all 

sentences within a document. The details of how to do that will be presented in the next section. 

The reason to switch between document-level or sentence-level models is that one may be more 

appropriate over the other based on the nature of the corpus and the level at which we want to detect 

sentiment. We posit that a sentence-level approach is more appropriate in cases where each document 

contains several fine-grain aspects and we want to detect sentiment at the aspect level. Conversely, we 
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claim that a document-level approach would work better when each document contains one overall 

topic and we want to detect overall sentiment for each document.

A graphical representation of the model is shown in Figure 3.1.
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3.2 Inference

As with the models described in Chapter 2, the task at hand is posterior inference and our 

method of choice is Gibbs sampling. Our sampler needs to handle three cases:

1. The observed word is in a syntactic class.

2. The observed word is in a semantic class but does not express a sentiment.

3. The observed word is in a semantic class and expresses a sentiment.

Following Darling in [9], we begin by deriving the Gibbs sampling equations for each of the 

components separately – the class ci, topic zi, sentiment si and sentiment/non-sentiment indicator fi – 

and then we combine the results into a single framework. The derivation for the POS classes of the 

Gibbs sampling process has already been described in section 2.3. The resulting equation (2.14) covers 

case 1 above. Similarly, the derivation for the topics is the same as for LDA and POSLDA and can be 

found in [8], [9] and [43]. Equation (2.10) gives us the desired result for the topics and equations (2.16)

and (2.17) together cover the combination of POS classes and topics.

Recall that our model has a sentiment distribution for each topic. To derive the sentiment 

portion of the sampler it is helpful to start with the simplest case where there is only one topic. In this 

case, the sentiment modelling component in SentPOSLDA is identical to the topic modelling 

component. The desired equation for Gibbs sampling then becomes identical to (2.10) with  in place 

of  and s in place of z:

p(si|s−i , wi) ∝
nwi

(si)+β

n(si)+W β
⋅
nsi
(d)
+δsi

n(d)+δ
(3.1)
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When extended to multiple topics, the counts in the above equation are restricted to the words assigned 

to a given topic:

pzi(si|s−i ,w i) ∝
nwi

(zi , si)+β

n(zi ,si)+Wβ
⋅
nsi
(d , zi)+δsi

n(d , zi)+δ
(3.2)

Combining (3.2) with the semantic case of equation (2.17) gives us the probability distribution for class

ci, topic zi and sentiment si:

p(ci , z i , s i|c−i , z−i , s−i ,w) ∝pci⋅
nwi

(c i , zi , si)+β

n(c i , zi , si)+W β
⋅
nzi
(d)
+αzi

n(d )+α
⋅
nsi
(d , zi)+δsi

n(d , zi)+δ
(3.3)

The remaining component is the sentiment/non-sentiment indicator that will be used to 

distinguish between cases 2 and 3. Our model has a separate distribution for each POS class; once 

again, it is helpful to start with the case of only one class. More formally, we need the following 

posterior distribution:

p(f i|f−i ,ϵ) (3.4)

The definition of conditional probability tells us that:

p(f i|f−i ,ϵ)=
p(f i , f−i|ϵ)

p( f−i , ϵ)
∝p(f i , f−i|ϵ)=p(f i|ϵ) (3.5)

We then have:

p(f |ϵ)=∫ p( f ,ρ|ϵ)dρ (3.6)

We can expand the above equation based on the definition of our model:

p(f |ϵ)=∫ p(ρ|ϵ) p(f |ρ)dρ (3.7)
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We can now expand and simplify starting with the case of fi = true:

p(f i=true|ϵ) = ∫ p(ρ|ϵ)ρdρ

= ∫
Γ(n+ϵ−1)

Γ(n f i=true+ϵ)Γ(nf i=false+ϵ)
ρ
n f i=true+ϵtrue−1(1−ρ)

nf i=false+ϵfalse−1ρdρ

=
Γ(n+ϵ−1)

Γ(nf i=true+ϵ)Γ(n f i=false+ϵ)
∫ρ

n f i=true+ϵtrue(1−ρ)
nf i=false+ϵfalse−1dρ

=
Γ(n+ϵ−1)

Γ(n f i=true+ϵtrue)Γ (n f i=false+ϵfalse)

Γ(n f i=true+ϵtrue+1)Γ(n f i=false+ϵfalse)

Γ(n+ϵ)

=
Γ(n+ϵ−1)

Γ(n f i=true+ϵfalse)

Γ(n f i=true+ϵtrue+1)

Γ(n+ϵ)

(3.8)

where () is the gamma function. Using the fact that (x+1) = x(x):

p(f i=true|ϵ) =
Γ(n+ϵ−1)

Γ (nf i=true+ϵtrue)

Γ(nf i=true+ϵtrue+1)

Γ(n+ϵ)

=
Γ(n+ϵ−1)

Γ(n f i=true+ϵtrue)

Γ(nf i=true+ϵtrue+1)

(n+ϵ−1)Γ(n+ϵ−1)

=
Γ(n f i=true+ϵtrue+1)

Γ(n f i=true+ϵ)(n+ϵ−1)

=
(nf i=true+ϵtrue)Γ(n f i=true+ϵtrue)

Γ(n f i=true+ϵtrue)(n+ϵ)

=
n f i=true+ϵtrue

n+ϵ

(3.9)

Extending this to multiple classes, the probability for each class is as follows:

pc(f i=true|ϵ)∝
nf i=true
(c)

+ϵtrue

n(c )+ϵ
(3.10)
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Similarly,

pc(f i=false|ϵ)∝
n(c) f i= false+ϵfalse

n(c )+ϵ
(3.11)

Finally, putting (2.16), (2.17), (3.3), (3.10) and (3.11) together we get a complete set of equations for 

Gibbs sampling, corresponding to the three cases identified at the beginning of this subsection:

1. ci > CSEM:

p(ci|c−i , w) ∝ pc i⋅
nw i

(c i)+β

n(c i)+Wβ
(3.12)

2. ci  CSEM and fi = false:

p(ci , z i , f i|c−i , z−i , f −i ,w )∝pc i⋅
nzi
(d)
+α zi

n(d)+α
⋅
nw i

(c i ,zi)+β

n(c i , zi)+W β
⋅
n f i
(c i)+ϵf i

n(c i)+ϵ
(3.13)

3. ci  CSEM and fi = true:

p(ci , z i , s i , f i|c−i , z−i , s−i , f−i , w)∝ pci⋅
nzi
(d)
+αzi

n(d)+α
⋅
nwi

(ci , zi , si)+β

n(c i ,zi , si)+W β
⋅
nsi
(d , zi)+δsi

n(d , zi)+δ
⋅
n(c i), f i+ϵf i
n(c i)+ϵ

(3.14)

where pci is defined in (2.16) and is repeated here for completeness:

pc i =
n(c i−2 ,c i−1 ,c i)+γc i

n(ci−2 ,c i−1)+γ
⋅
n(ci−1 ,c i , c i+1 )+γc i

n(ci−1 ,c i)+γ
⋅
n(ci ,c i+1 ,c i+2)+γc i

n(c i ,c i+1)+γ
(3.15)

After sufficient burn-in time for Gibbs sampling, we can estimate several probabilities. The 

approximate probability of a topic in a document is:

θd , zi=
nzi
(d)
+α zi

n(d)+α
(3.16)
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The approximate probability of a sentiment expressed for a topic in a document is:

ηzi , si ,d
=
nsi
(d , zi)+δsi

n(d , zi)+δ
(3.17)

For the approximate probability of a POS class expressing sentiment we have:

ρc i=
nf true
(c i)+ϵtrue

n(c i)+ϵ
(3.18)

The approximate probability of a word with a POS class specifying a topic is:

ϕc i , zi , wi
=

nw i

(c i , zi)+β

n(c i , zi)+Wβ
(3.19)

 
Finally, the approximate probability of a word with a POS class expressing a sentiment about a topic is:

ϕc i , zi , si , wi
=

nw i

(c i ,z i , si)+β

n(c i , zi ,si)+W β
(3.20)

To perform the analysis at the level of a sentence the counts in the above equations need to be summed 

over the individual sentences within each document. In particular, equation (3.17) becomes:

ηz i , si ,d
=
Σr∈Rd

nsi
(r , zi)+δsi

Σr∈Rd
n(r , zi)+δ

(21)

where Rd is the set of sentences in document d.
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3.3 Hyperparameter Optimization

Although hyperparameters can be set manually and kept fixed, it is often time consuming to find

the optimal values that way. In our work we optimize them using Minka's fixed-point method [28]. This

method defines an iterative process that converges to a new, optimal value for the hyperparameter based

on the current variable assignments in the data set.

The iterative process for the  hyperparameter has been derived in [42] and is defined by:

αz '=αz

Σd=1
D

Ψ(nz
(d)
+αz)−Ψ(αz)

Σd=1
D

Ψ(n(d)+α)−Ψ(α)
(3.22)

where  is the digamma function. We can derive the iterative process for the  hyperparameter in a 

similar fashion. The likelihood of the training set given the hyperparameter  is:

p(Χ|δ)=∏
d=1

D

∏
z=1

T
Γ(δ)

Γ(n(d , z)+δ)
∏
s=1

S Γ(ns
(d , z)

+δs)

Γ(δs)
(3.23)

where X are the current sentiment-word assignments. Taking log-likelihood on both sides we get:

log p(Χ|δ)=∑
d=1

D

∑
z=1

T

[ logΓ(δ)−logΓ(n(d ,z )+δ)+∑
s=1

S

logΓ(ns
(d , z )

+δs)−logΓ(δs)] (3.24)

which can be bounded from below using the following bounds:

log Γ(r)−logΓ(r+n)≥log Γ(~r )−log Γ(~r +n)+[Ψ(~r +n)−Ψ(~r )](~r−r ) (3.25)

and

log Γ(r+n)−logΓ(r )≥log Γ(~r +n)−logΓ(~r )+~r [Ψ(~r +n)−Ψ(~r )](log r−log~r ) (3.26)

where r is a true real number, r is an approximate real number and n is a positive integer. 
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Substituting (3.25) and (3.26) into (3.24) we get:

log p(Χ|δ ' )≥B(δ ' )

=∑
d=1

D

∑
z=1

T

[logΓ(δ)−logΓ(n(d , z )+δ)+[Ψ (n(d , z )+δ)−Ψ(δ)](δ−δ ' )

+∑
s=1

S

logΓ(ns
(d , z)+δs)−logΓ(δs)

+δs[Ψ (ns
(d , z )

+δs)−Ψ (δs)]( log(δs ' )−log(δs))]

(3.27)

Now, by grouping all terms not involving ' into a constant term C, we get:

log p(Χ|δ ' )≥∑
d=1

D

∑
z=1

T

[[Ψ(n(d , z )+δ)−Ψ(δ)](−δ ' )

+∑
s=1

S

δs[Ψ (ns
(d , z )

+δs)−Ψ(δs)](log(δs ' ))+C ]
(3.28)

Taking the derivative with respect to ' we get:

∂B(δ ' )
∂δs '

=∑
d=1

D

∑
z=1

T

[ δs [Ψ(ns
(d , z )

+δs)−Ψ(δs)]

δs '
−[Ψ (n(d , z )+δ)−Ψ(δ)]] (3.29)

Finally, by setting (3.29) to zero and solving for ' we arrive at the iterative process for :

δs '=δs
Σd=1
D

Σz=1
T

Ψ(ns
(d , z)

+δs)−Ψ(δs)

Σd=1
D

Σz=1
T

Ψ(n(d , z )+δ)−Ψ(δ)
(3.30)

Following a similar methodology, we can derive the iterative process for the remaining 

hyperparameters:

β ' = β

[Σc=1
CSEMΣz=1

T
Σs=1
S

Ψ(nw
c ,z , s

+β)−Ψ(β)]
+[Σc=1

CSEM Σz=1
T

Ψ(nw
c, z
+β)−Ψ(β)]

+[Σc=SSEM+1
CSYN Ψ(nw

c
+β)−Ψ(β)]

[Σc=1
CSEMΣz=1

T Σs=1
S Ψ(nc ,z , s+W β)−Ψ(W β)]

+[Σc=1
CSEM Σz=1

T
Ψ(nc, z+W β)−Ψ(W β)]

+[Σc=CSEM+1
CSYN Ψ(nc+W β)−Ψ(W β)]

(3.31)
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γc '=γc

Σi=1
C

Σ j=1
C

Σk=1
C

Σm=1
C

Ψ(ni , j, k ,m+γc)−Ψ(γc)

Σi=1
C

Σ j=1
C

Σk=1
C

Ψ(ni , j ,k+γc)−Ψ (γc)
(3.32)

ϵf '=ϵf
Σc=1
CSEM Ψ(n f

(c)
+ϵf )−Ψ(ϵf )

Σc=1
CSEM Ψ(n(c)+ϵ)−Ψ(ϵ)

(3.33)

3.4 Seeding

Our model is designed to classify sentiment words into groups based on co-occurrence statistics 

so that words with similar sentiment can be identified. However, the model itself does not have the 

concepts of “good” or “bad” built into it. In order to coerce SentPOSLDA to group all negative 

sentiment words into one specific category and all positive sentiment words into another, we add seed 

words for both positive and negative sentiments. As we explained in Chapter 1, choosing a list of words

that express a certain sentiment is not a trivial task as sentiment is context and domain dependent. We 

therefore have to choose our list carefully to ensure that each word is as independent of context and 

domain as possible. Readers are referred to Appendix A for lists of seed words for positive and negative

sentiment.

Since, for some of our experiments, we are interested in testing the model against a data set that 

gives us the author's sentiment ratings for a set of aspects, it is necessary to coerce the model to classify 

words into specific topic categories. We do that using a separate set of topic seed words. Appendix B 

shows the topic seed words for the aspects of one of our data sets.

There are different ways of incorporating seed words into a probabilistic model. One approach 
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is to adjust the beta hyperparameter whenever we encounter a seed word to give that word a higher 

chance of staying in the desired category. A stronger approach, the one we use for our model, is to “pin”

the seed words in the desired categories for the duration of the sampling process so that their 

assignments never change.

It is important to note that adding seed words changes our solution from an unsupervised to a 

semi-supervised one. Without seed words one could still use our solution but some manual post-

processing analysis would be necessary to figure out which sentiment category is positive or negative 

and which topics are represented in the topic categories. Furthermore, the topics discovered might be 

slightly different from the ones we are interested in. Measuring the quality of results would be much 

more difficult, if not impossible, in that case so for the purposes of our experiments we deem such a 

compromise an acceptable one.

3.5 Post-Processing

3.5.1 Overall Sentiment

SentPOSLDA does not explicitly model the overall sentiments for a document. As explained in 

section 3.1, we make the simplifying assumption that the more a person talks about a topic the more 

important that topic is to that person. Under that assumption the topic proportions are analogous to 

topic weights in LRR [45] and LARAM [46] models. We can therefore derive the overall sentiment for 

a document as follows:

Overalld , s=
Σz=1

T

θzηz , s ,d

Σi=1

S

Σ z=1

T

θzηz ,i , d

(3.34)
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Our assumption is, of course, not always true. It is entirely possible to encounter a review such as the 

following:

“The service at this restaurant was exceptional. The waiter was very attentive and friendly. He 

worked really hard to make our experience enjoyable. Unfortunately, the food was horrible so I 

have to give it a one star.”

 The reviewer talked about the service for about 3/4 of the review but at the very end we find out that 

the horrible food had outweighed the excellent service so much that it dominated the overall sentiment. 

Nevertheless, we hypothesize that the degree of inaccuracy introduced by our assumption is negligible.

3.5.2 Undetected Sentiments

Consider the following hotel review from the TripAdvisor web site [22]:

Content The location of this hotel is great! We have stayed there 
with and without a car. If we don't want to do everything 
together it is easy for us to go our separate ways and 
connect back up. The staff was also very friendly and the 
hotel very clean!

Overall 5 Cleanliness 5

Value 5 Service 5

Rooms 5 Front Desk 5

Location 5 Business Service 5

The reviewer mentioned the location, the staff and cleanliness but did not mention the other four 

aspects. In our model, we would not detect any sentiments for the aspects that were not mentioned and 

the counts in equation (3.17) would all equal to 0 for those aspects. Consequently, the equation would 

be reduced to s/, which is roughly the overall sentiment for the entire corpus. Obviously, this is a bad 

estimate. A more appropriate estimate is the overall sentiment of the review. We therefore calculate the 
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overall sentiment first, using equation (3.34), ignoring any aspects that were not mentioned – and then 

use the overall sentiment as an estimate for those missing aspects.

3.6 Concurrent Sampling

SentPOSLDA is a rather complex model requiring a large amount of computations to perform 

the inference task. In order to keep the efficiency at a reasonable level we have developed a multi-

threaded Gibbs sampling algorithm for SentPOSLDA that allows us to cut down the running time of an 

experiment from days to hours. Recall from Chapter 2 that the standard form of the Gibbs sampling 

algorithm performs inference as follows:

1. Randomly initialize {c1, z1, f1, s1}, ..., {cN , zN , fN , sN } for all words w1, ..., wN in a corpus.

2. For t = 1, ..., I:

(a) For i = 1, ..., N:

i. Decrement all counts involving wi, ci, zi, fi, and si

ii. Calculate p({ci, zi, fi, si} | {c1, z1, f1, s1}, ..., {ci-1 , zi-1 , fi-1 , si-1 }, {ci+1 , zi+1 , fi+1 , si+1 },..., 

{cN , zN , fN , sN }, wi)

iii. Draw {ci, zi, fi, si} ~ p({ci, zi, fi, si} | {c1, z1, f1, s1}, ..., {ci-1 , zi-1 , fi-1 , si-1 }, {ci+1 , zi+1 , 

fi+1 , si+1 },..., {cN , zN , fN , sN }, wi)

iv. Increment counts to include wi, ci, zi, fi, and si

where the counts are the n()
() values in equations (3.12) through (3.15). 

To make processing of the large amount of data made available in the past decade more 
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manageable, significant research has been done into parallel implementations of topic modelling in 

general and Gibbs sampling of LDA-like models in particular (ex. [30], [27], [2], [29], [26], [37], [1],

[52], [3], [35], [49]). The challenge with designing a parallel implementation of the Gibbs sampling 

algorithm is that the algorithm is by definition sequential. When sampling from the posterior 

distribution, the update of the latent state of one of the words, for example its topic, cannot be done at 

the same time as updates for any of the other words. However, the recurring conclusion in recent 

research has been that when the number of words is much larger than the number of threads, the 

dependence of the update of one word's latent state on the update of another word's latent state is very 

weak. That research has been done on specific models, usually LDA, but our hypothesis is that the same

result will apply to SentPOSLDA. To that end, we break up the loop in step 2a into several loops, each 

executing in parallel in a separate thread and each processing a subset of the corpus. Since we are 

modelling syntax – which is sequential in nature within a single sentence – we split the corpus into 

subsets at the sentence level so that all the words within a given sentence can be processed in sequence 

by the same thread. More formally, our algorithm becomes:

1. Randomly initialize {c1, z1, f1, s1}, ..., {cN , zN , fN , sN } for all words w1, ..., wN in a corpus.

2. Split corpus into P sets of M/P sentences, Q = {Q1, ..., QP}

3. For t = 1, ..., I:

(a) Execute P threads and in each thread:

i. For i = Qi
(1, start), ..., Qi

(M/P, end)

1. Decrement all counts involving wi, ci, zi, fi, and si

2. Calculate p({ci, zi, fi, si} | {c1, z1, f1, s1}, ..., {ci-1 , zi-1 , fi-1 , si-1 }, {ci+1 , zi+1 , fi+1 , si+1
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},..., {cN , zN , fN , sN }, wi)

3. Draw {ci, zi, fi, si} ~ p({ci, zi, fi, si} | {c1, z1, f1, s1}, ..., {ci-1 , zi-1 , fi-1 , si-1 }, {ci+1 , zi+1

, fi+1 , si+1 },..., {cN , zN , fN , sN }, wi)

4. Increment counts to include wi, ci, zi, fi, and si

where Qi
(1, start) and Qi

(M/P, end) indicate the start of the first sentence and end of last sentence in Qi 

respectively.

With this approach, all the threads will increment and decrement the counts concurrently. To 

avoid issues with one thread overwriting the result of another thread's increment or decrement operation

we implement atomic updates for these counts. 

When there are many increment / decrement operations happening concurrently we have to be 

mindful of the fact that the distribution based on these counts will be slightly different than a 

distribution calculated by a traditional Gibbs sampling algorithm. We posit that, with the exception of 

very small data sets, the differences are negligible even with the modern hardware that supports 

thousands of threads. Intuitively, we can see why this is likely to be true by examining the terms in 

equations (3.12) through (3.15). 

Since each thread will process one word at a time, the counts involving a word wi are only 

concerning if two or more threads happen to process the same word. However, even with our modest 

data set where the total number of words is in the order of 1010 and the number of unique words is in 

the order of 104, the probability of this happening is very low. When it does happen, the difference in 

the value of the counts, even with our GPU capable of running 8129 threads, is at most 8192 / 

(1010/104) = 8192/106 = 0.008192 < 1%. 
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Since we always split the corpus at the sentence level, it is possible that a document will be split

between two sets and that two threads will be processing the same document concurrently. In this case, 

the counts involving a document will be updated by both threads. However, since we have preserved 

the word order, the first portion of the document's sentences will be at the end of one set and the 

remaining portion at the beginning of another set. That means that processing of the latter portion of the

sentences will finish long before the processing of the first portion even begins. This case is, therefore, 

highly unlikely. Alternatively, we can split the corpus at the document level which would guarantee that

this case never occurs. We chose a sentence-level split to distribute the workload more evenly amongst 

the threads. 

Looking at the counts not involving a word or a document, we observe that with the magnitude 

of the parameters in low double-digits and the total word count being in the order of 1010, the difference

in the value of the counts with our highly-multithreaded GPU is at most 8192 / (1010/103) = 8192/107 = 

0.0008192 < 0.1%. 

Finally, since we are sampling from a distribution similar to a one a traditional Gibbs sampler 

would build and then incrementing the counts with the new values at the end of each iteration, these 

differences are not cumulative.
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Chapter 4

Experiments and Results

This chapter presents the results and analysis of our experiments performed with SentPOSLDA.

Our primary focus is on the effectiveness of our model, and our secondary focus is on the efficiency and

efficacy of our parallel Gibbs sampling algorithm.

4.1 Data Sets and Evaluation Methods

4.1.1 Data Sets

Although SentPOSLDA is a general model that captures syntax, topic and sentiment 

information, the goal of our thesis is to apply it to aspect-level sentiment analysis. Accordingly, the data

sets for our experiments must contain opinionated text. We choose three such sources of data, each 

having unique characteristics to test our model against different scenarios.

The first data source is a set of hotel reviews from the TripAdvisor web site. The web site users 

rate hotels on up to seven aspects: value, room, location, cleanliness, check in/front desk, service and 

business service. For most of our experiments with TripAdvisor data we use the same sample of 

reviews as Wang et al. did in their experiments with LRR/LARAM [45], [46]. Comparing the 
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performance of our model against LRR/LARAM would be an excellent way to see where SentPOSLDA

ranks amongst other models. However, even though LRR/LARAM perform aspect-level sentiment 

analysis, the objective and the inputs and outputs of their algorithms are not the same as in our work. 

We therefore turn to the work of Zhou [51] who used POSLDA to separate content words from syntax 

words before performing sentiment analysis using a maximum entropy algorithm. The data set used by 

Zhou is also from TripAdvisor but contains ratings on five aspects: value, room, location, cleanliness 

and service. We will denote Wang et al.'s data set as TA1 and Zhou's data set as TA2. Table 4.1 shows 

some general statistics of the two data sets. Although their averages at word, sentence and document 

levels are similar, TA1 has about 20 times more reviews and a much richer vocabulary than TA2.

TA1 TA2

Number of reviews 192,997 15,242

Number of sentences 2,055,033 195,424

Number of words 37,103,804 3,262,753

Number of unique word tokens 146,709 28,102

Average Std. Dev. Average Std. Dev.

Word length (characters) 8.07 2.84 7.32 2.49

Sentence length (words) 18.06 15.37 16.70 12.05

Document length (words) 192.25 212.06 214.06 178.05

Table 4.1: Properties of the two TripAdvisor data sets.

TripAdvisor allows the user to provide a rating on a scale from 1 to 5 with 1 being the worst 

rating and 5 being the best. To compare such a rating to the outcome of SentPOSLDA we collapse the 

ratings so that a rating of 1 or 2 is treated as negative and a rating of 4 or 5 as positive. We ignore all 

ratings of 3 since they do not indicate a positive or negative sentiment. Table 4.2 shows the distribution 
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of ratings for the TA1 and TA2 data sets. Both data sets are heavily biased towards the positive although

TA2 is less biased than TA1.

TA1 TA2

# of ratings Negative (%) Positive (%) # of ratings Negative (%) Positive(%)

Overall 192,997 15.0 74.6 15,242 19.8 62.1

Value 149,513 13.7 71.9 13,308 20.7 59.0

Rooms 151,560 12.9 72.5 12,193 19.9 58.8

Location 115,395 5.7 83.7 10,880 5.3 84.2

Cleanliness 151,522 8.4 80.3 13,377 13.3 70.6

Service 148,490 11.8 74.9 13,292 18.4 63.7

Front Desk 115,493 10.7 75.0

Business Service 76,465 12.9 62.9

Table 4.2: Distribution of ratings in the two TripAdvisor data sets.

TripAdvisor data contains reviews on one overall topic (the hotels) and several aspects of that 

topic. We would like to see how SentPOSLDA does with a more complex data set that has several 

topics, each having several aspects. To that end we use the set of reviews from the Amazon web site 

that Jo & Oh used for their experiments with ASUM [22]. Each review in this data set is on one of 7 

types of products: air conditioner, canister vacuum, coffee machine, digital SLR, laptop, MP3 player, 

and space heater. Each type of products has a different set of aspects that are not provided to us. The 

Amazon reviews are not structured as nicely as the TripAdvisor ones and only provide the overall 

ratings for each review. As a result, our performance report is limited to qualitative results and 

quantitative results using only the overall ratings. Table 4.3 shows some properties of the Amazon data 

set.
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Number of reviews 24,259

Number of sentences 268,079

Number of words 4,428,861

Number of unique word tokens 36,061

Average Std. Dev.

Word length (characters) 7.39 2.57

Sentence length (words) 16.52 11.42

Document length (words) 182.57 200.32

Table 4.3: Properties of the Amazon data set.

Total ratings 24,259

Negative (%) 20.3

Positive (%) 71.8

Table 4.4: Distributon of ratings in the Amazon data set.

Similarly to TripAdvisor, Amazon allows users to rate products on a scale of 1 to 5. We collapse

these ratings the same way as we did for TripAdvisor and ignore ratings of 3. Table 4.4 shows the 

ratings distribution.

Lastly, we run our model against a sample of Twitter posts to see how SentPOSLDA fares with 

noisy data consisting of very short documents. We use the data provided at the SemEval conference

[13] that contains Twitter posts manually labelled as positive, negative, neutral or objective. Table 4.5 

shows the properties of this data set.

Similarly to the TripAdvisor and Amazon data sets, we ignore all neutral or objective ratings. 

Table 4.6 shows the rating distribution. Unlike the other data sets, this one is heavily biased toward 

neutral or objective.
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Number of reviews 5,747

Number of sentences 10,327

Number of words 101,813

Number of unique word tokens 13,418

Average Std. Dev.

Word length (characters) 6.87 3.08

Sentence length (words) 9.86 7.18

Document length (words) 17.7 7.4

Table 4.5: Properties of the Twitter data set.

Total ratings 5,747

Negative (%) 14.4

Positive (%) 34.3

Table 4.6: Distribution of sentiment in the Twitter data set.

4.1.2 Evaluation Procedure

Before diving into the performance evaluation of our model we first determine the number of 

Gibbs sampling iterations required for convergence. An intuitive way to do this is to track the log-

likelihood and stop sampling once it stabilizes. Figure 4.1, for example, shows that the log-likelihood 

for the TA1 data set with 8 topics and 2 sentiment levels stabilizes around 3000 iterations. This is 

roughly the number of iterations used for all the experiments in this thesis.

Although Darling [9] performed experiments with POSLDA with varying number of semantic 

and syntactic classes, the numbers of choice for the experiments where these numbers were kept 

constant were 7 for semantic and 10 for syntactic. Since the focus of our work is on sentiment analysis 

and not on syntax modelling we used these parameters for all the experiments in this thesis.
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With the parameters in place, we run each of our experiments and use equation (3.17) to 

determine the aspect ratings and (3.34) for the overall rating. We then use the metrics described in the 

next sub-section to evaluate the performance.

For all the experiments that evaluate SentPOSLDA we use all available processing cores on our 

AMD HD7970 GPU to run as many threads as possible with our multi-threaded Gibbs sampler. In the 

final section we show that the performance of SentPOSLDA remains constant as the number of threads 

is decreased to prove that our results are not affected by the multi-threaded implementation.
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4.1.3 Evaluation Metrics

We use several evaluation metrics in order to best illustrate the performance of our model. The 

most straightforward evaluation metric is the classification accuracy defined as the number of correct 

outputs divided by the total number of outputs:

Accuracy=
Σi=1
T I (li=o i)

T
(4.1)

Where T is the total number of outputs, li are the correct, manually labelled sentiments, oi are the 

sentiment labels output by our model and I is an indicator function that equals to 1 when the expression

inside it is true.

Classification accuracy is a good indicator in most cases. However, when the data is heavily 

biased towards the positive as it is with our data sets the accuracy can be misleading. To get a realistic 

indication of performance under these circumstances we use the Precision and Recall:

Precision= TP
TP+FP

(4.2)

Recall= TP
TP+FN

(4.3)

where TP is a true positive, FP is a false positive, and FN is a false negative. Zhou [51] used these same

metrics in his experiments so they will be very useful for comparisons with his work.
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4.2 SentPOSLDA Performance

4.2.1 Aspect-Level Sentiment Detection

The TA1 data set contains reviews on 7 aspects. However, as mentioned in Chapter 2 people 

often talk about things that are not quite on topic so we ran our experiments on TA1 with the number of

aspects set to 8. The extra aspect is there to capture these non-rateable aspects. To force the detected 

aspects into specific ones that are of interest to us we used the seed lists presented in Appendix B.

As we mentioned in Chapter 3, our model can be adapted to work at either the sentence level or 

document level. LDA, the basis of our topic-modelling component, was designed to work with a single 

level of granularity. Indeed, the experiments Darling performed with POSLDA [9] – the basis of 

SentPOSLDA - were all with data sets that had a single topic per document and the topics POSLDA 

discovered were all at the document level. However, our TripAdvisor data sets contain a single topic 

(hotels) for all documents and each document discusses several aspects. As Figure 4.2 illustrates, the 

topics assigned to words when running SentPOSLDA at the document level on this data set are more 

noisy, with each sentence having several unrelated and often incorrect topic assignments. Of particular 

importance to us, the sentiment words are often assigned the wrong topics. Although not perfect, the 

results of running SentPOSLDA at the sentence level are more on-the-mark and more consistent within 

a sentence or sentence fragment discussing the same topics. We therefore run all of our experiments 

with this data set at the sentence level.
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Great Hotel on Edge of French Quarter. I just spent 5 nights here during a convention. Very nice, large 
rooms. Very clean rooms and comfortable beds. Friendly, helpful staff. My first room was on the 4th 
floor and had a wonderful view of the roofs of the French Quarter but overlooked Bourbon Street and 
was a little noisy for me (even though the windows are double paned)--it's not that loud but I wasn't 
staying up late. They moved me for the next 4 nights to another very nice and quiet room on the inner 
courtyard. Nice, accommodating staff. I would stay here again. It's a little hike (10-15 minutes) to the 
convention center but I enjoyed the walk. You can take the Canal St. trolley but the trolley is SLOW 
and stops a few blocks from the convention center. The hotel is convenient to all the fun in the French 
Quarter.

Great Hotel on Edge of French Quarter. I just spent 5 nights here during a convention. Very nice, large 
rooms. Very clean rooms and comfortable beds. Friendly, helpful staff. My first room was on the 4th 
floor and had a wonderful view of the roofs of the French Quarter but overlooked Bourbon Street and 
was a little noisy for me (even though the windows are double paned)--it's not that loud but I wasn't 
staying up late. They moved me for the next 4 nights to another very nice and quiet room on the inner 
courtyard. Nice, accommodating staff. I would stay here again. It's a little hike (10-15 minutes) to the 
convention center but I enjoyed the walk. You can take the Canal St. trolley but the trolley is SLOW 
and stops a few blocks from the convention center. The hotel is convenient to all the fun in the French 
Quarter.

Value
Room
Location
Cleanliness

Front Desk
Service
Business Service

Positive
Negative

Figure 4.2: Sample review tagged with topic and sentiment assignments. Upper: tagged by sentence-
level SentPOSLDA, Lower: tagged by document-level SentPOSLDA

For a stronger qualitative analysis of the results, Table 4.7 shows top 30 aspect words for the 7 

aspects learned from this data set and positive and negative words used to describe those aspects. 

Aspect cohesiveness is clear, as we have come to expect since the experiments with POSLDA have 

previously produced good results in this regard. Of more importance to us is the polarity and 

appropriateness of the sentiment words used to describe these aspects. As we can see, the relevance of 

the sentiment words to their assigned aspects is quite clear.

Turning to attention to quantitative analysis, in Table 4.8 we show the accuracy, precision and 

recall of SentPOSLDA on the TA1 data set. All three metrics show a very high level of performance.
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Aspect Aspect words Positive words Negative words

Value hotel, stayed, resort, price, nights, 
time, trip, place, experience, 
reviews, hotels, best, all, value, 
new, vacation, first, star, week, 
other, pay, money, husband, 
choice, returned, days, punta, 
cana, last, weekend

great, good, worth, nice, wonderful, 
excellent, beautiful, well, fantastic, 
perfect, money, amazing, happy, 
lovely, quality, fun, special, fabulous, 
pleasant, pretty, paradise, fine, 
positive, recommended, awesome, 
superb, cheap, expensive, kind, 
charming

bad, expensive, star, negative, worth, 
poor, horrible, terrible, rated, awful, 
inclusive, mexico, cancun, sad, hate, 
mean, bargain, des, st, riviera, ill, 
nervous, en, jamaica, accurate, worried, 
maya, playa, stars, mayan

Room room, stay, night, rooms, view, 
floor, small, bathroom, bed, street,
large, hotel, shower, beds, one, 
all, noise, it, square, suite, size, 
air, us, door, little, book, read, 
other, two, big

comfortable, nice, great, well, quiet, 
good, spacious, modern, tv, lovely, 
beautiful, fine, wonderful, excellent, 
water, pretty, fantastic, perfect, screen,
bath, appointed, amazing, flat, fresh, 
separate, pleasant, bed, happy, comfy, 
equipped

old, bad, broken, tiny, dark, negative, 
worn, walls, poor, tired, horrible, terrible,
stained, dated, stains, thin, smoking, 
awful, carpet, cold, loud, filthy, mold, 
like, mean, covered, uncomfortable, tiles,
water, shabby

Location hotel, location, beach, walk, 
restaurant, close, airport, area, 
city, station, all, minutes, bus, 
outside, minute, shopping, 
distance, restaurants, near, park, 
central, s, car, located, right, 
convenient, stop, short, train, 
center

great, good, nice, excellent, easy, 
walking, well, within, perfect, 
fantastic, beautiful, restaurants, 
wonderful, lovely, pretty, ideal, shop, 
amazing, fine, walked, fun, superb, 
near, fabulous, pleasant, awesome, 
wall, gorgeous, attractions, chinatown

located, bad, near, minutes, de, outside, 
min, minute, mins, away, blocks, less, 
steps, gracia, conveniently, steep, 
negative, passeig, scary, universal, st, 
euro, longer, narrow, studios, euros, poor,
la, dead, residential

Cleanliness people, kids, other, children, old, 
them, place, entertainment, music,
all, time, smell, shows, valet, year,
us, day, show, activities, casino, 
guests, group, lot, little, husband, 
parking, family, thing, son, 
smoking

clean, fun, great, good, well, nice, 
pretty, playing, volleyball, happy, 
linen, shoes, wonderful, games, 
funny, fine, dance, amazing, beautiful,
lessons, excellent, fantastic, 
cleanliness, kind, played, perfect, 
special, salsa, lively, ping

dirty, bad, poor, horrible, moldy, mean, 
awful, trash, boring, ill, terrible, upset, 
repellant, unpleasant, urine, nasty, dead, 
sad, gross, unhappy, stupid, smelly, 
dreary, disgusting, foul, scary, pushing, 
horrendous, obnoxious, filthy

Front Desk staff, helpful, us, hotel, front, 
desk, check, me, day, time, 
reception, wait, english, help, 
concierge, them, leave, people, 
morning, charge, manager, 
arrived, next, problem, flight, 
guest, reservation, way, one, other

friendly, nice, great, good, well, 
pleasant, polite, courteous, excellent, 
efficient, wonderful, happy, special, 
kind, spanish, spoke, easy, directions, 
fantastic, lovely, information, 
recommendations, desk, willing, fine, 
perfect, fun, accomodating, 
knowledgeable, pretty

rude, bad, poor, unfriendly, unhelpful, 
broken, terrible, beyond, mr, above, 
negative, upset, sad, delayed, indifferent, 
com, mean, cancelled, surly, awful, 
locked, unhappy, anxious, unpleasant, 
horrible, ill, angry, arrogant, pain, useless

Service service, breakfast, food, pool, bar, 
lobby, free, buffet, day, all, coffee,
restaurants, dinner, drinks, club, 
eat, area, drink, morning, best, go,
property, it, lunch, lounge, 
luggage, one, time, wine, little

good, great, nice, excellent, well, 
fruit, fresh, wonderful, pretty, 
beautiful, lovely, eggs, breakfast, fine,
amazing, fantastic, bread, fun, juice, 
special, cereal, pastries, toast, happy, 
fabulous, cereals, bacon, awesome, 
kind, bagels

free, bad, water, poor, beer, stocked, 
horrible, terrible, mini, bottled, soda, 
cold, awful, daily, bottles, mean, beers, 
soft, coke, drink, boring, hit, miss, red, 
negative, overpriced, upset, disgusting, 
pop, replenished

Business 
Service

hotel, san, business, access, 
internet, rooms, rate, francisco, 
parking, it, juan, place, hotels, 
old, deal, card, use, inn, booked, 
me, all, system, area, wireless, 
travel, company, high, paid, fee, 
lot

great, good, internet, nice, well, 
excellent, machine, beautiful, pretty, 
connection, wonderful, computer, 
lovely, wifi, fine, special, fantastic, 
perfect, amazing, pleasant, wi, happy, 
easy, fabulous, fun, charming, elegant,
printer, massage, equipped

bad, old, cheaper, cool, trendy, poor, 
tired, online, terrible, misleading, mean, 
horrible, negative, tight, worn, accurate, 
awful, needed, certain, hate, exclusive, 
innovative, scary, disgusting, lacking, 
commercial, stepper, operational, 
metered, affordable

Table 4.7: Top 30 aspect, positive and negative words discovered by SentPOSLDA in TA.
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Aspect Accuracy Precision Recall

Overall 0.856 0.873 0.968

Value 0.836 0.873 0.942

Rooms 0.863 0.899 0.945

Location 0.864 0.949 0.903

Cleanliness 0.894 0.936 0.949

Front Desk 0.973 0.912 0.946

Service 0.846 0.889 0.939

Business Service 0.809 0.849 0.937

Table 4.8: Quantitative results with the TA1 data set.

Looking at these results, it seems prudent to explain why the accuracy is lower than precision 

and recall. If we look at the raw results in Table 4.9 we see that when our model predicted a positive 

sentiment it was correct most of the time, whereas when it predicted a negative sentiment it did 

somewhat poorly. The performance of the negative predictions has brought the accuracy down while 

having little effect on precision and recall. The imbalance in performance with imbalanced data sets is 

to be expected as the bias will sway the outcome towards the dominant category.

Aspect True Positive False Positive False Negative True Negative

Overall 139,315 20,255 4,612 8,654

Value 101,259 14,717 6,192 5,699

Rooms 103,851 11,611 6,065 7,945

Location 87,199 4,709 9,351 1,834

Cleanliness 115,272 7,878 6,335 4,887

Front Desk 81,967 7,896 4,695 4,463

Service 104,395 12,985 6,811 4,494

Business Service 45,019 7,981 3,042 1,907

Table 4.9: Raw quantitative results for TA1 data set.
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We next ran our sampler on the TA2 data set in order to compare it to Zhou's [51] results. For 

this experiment we used the same seed words that he used for the 5 aspects rated in his data set. We 

also added our seeds for front-desk and business service aspects into the seed list for the service aspect 

since they are closely related. Table 4.10 shows the results.

Accuracy Precision Recall

Aspect Zhou SentPOSLDA Zhou SentPOSLDA Zhou SentPOSLDA

Overall 0.868 0.826 0.908 0.830 0.634 0.970

Service 0.804 0.821 0.759 0.854 0.170 0.928

Value 0.848 0.732 0.865 0.771 0.608 0.908

Rooms 0.844 0.820 0.884 0.836 0.641 0.944

Cleanliness 0.793 0.848 0.890 0.900 0.499 0.936

Location 0.827 0.856 0.829 0.955 0.611 0.889

Table 4.10: Performance of SentPOSLDA in comparison to Zhou's method.

Overall the accuracy and precision scores are a little lower for TA2 than for TA1 and the recall 

is a little higher. Even though TA1 and TA2 come from the same source they do have different 

properties as explained in section 4.1 so some differences in the results are to be expected.

The accuracy and precision results in comparison to Zhou's method are somewhat mixed but in 

general an improvement. SentPOSLDA achieved better accuracy on 3 aspects and worse on 2. 

Similarily, SentPOSLDA achieved better precision scores on 3 aspects and worse on 2. It is also worth 

noting that when SentPOSLDA did worse it was by at most 0.09 points whereas when it did better it 

beat Zhou by as much as 0.12. The accuracy and precision for the overall rating was worse, but this is 

not surprising since our method uses an estimate instead of performing true overall sentiment analysis. 

The recall results, however, show a far superior performance by SentPOSLDA with most of the results 
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being over 0.9 while Zhou's scores are all below 0.65 with one being as low as 0.17.

4.2.2 Reviews with Multiple Levels of Granularity

We performed two experiments with the Amazon data set. The first one was focused on the 7 

overall topics (the product types) and the sentiments expressed about them. We set the number of topics

to 8 (with the extra one for off-topic content) and ran the sampler at the document level. We did not 

provide any topic seed words. Table 4.11 shows the top 30 words for 7 of the learned topics and the 

positive and negative words used to describe those topics. Topic cohesiveness and the appropriateness 

of the sentiment words is still quite clear although we do see some non-sentiment words creeping into 

the list of detected sentiment words. Interestingly, the space heater and air conditioner topics ended up 

in the same category and SentPOSLDA identified an extra high-level topic that seems to correspond to 

Amazon's customer service.

In the second experiment we attempted to detect the more fine grained aspects of each type of 

product and the sentiments expressed towards them. Jo and Oh [22] set the number of aspects to 30 

when performing this type of experiment so we did the same. Since each review talks about several 

aspects we ran this experiment at the sentence level.

There were a few aspects in our results that were not discernible but most of them were quite 

clear. Table 4.12 shows 5 aspects discovered for the laptop topic and the sentiment words associated 

with them. The sentiment words are still quite appropriate and more or less the same quality as in the 

document-level experiment.
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Topic Topic Words Positive Words Negative Words

Canister Vacuum vacuum, suction, use, carpet, dirt, 
canister, brush, dust, cord, small, 
get, little, hose, cleaning, filter, 
vac, hoover, floor, cleaner, one, 
house, handle, time, attachments, 
job, old, power, light, machine, 
years

great, well, easy, good, clean, floors, 
power, head, floor, attachment, nice, 
suction, canister, upright, pretty, 
carpet, carpets, happy, hard, wand, 
fine, excellent, miele, hardwood, 
rugs, furniture, perfect, vacuums, 
amazing, corners

hair, pet, bad, bissell, dog, dirty, 
eraser, pain, hate, messy, cats, poor, 
full, negative, roller, clogged, wet, 
haired, huge, junk, clogs, mean, 
belts, useless, heavy, black, place, 
belt, debris, broken

Space Heater
/
Air Conditioner

heater, unit, room, heat, use, fan, 
small, little, air, temperature, turn,
hot, low, house, one, get, keep, 
set, cold, degrees, quiet, other, 
thermostat, time, high, bedroom, 
area, night, setting, product

heat, well, great, good, warm, 
heaters, room, space, heating, nice, 
easy, pretty, heats, setting, 
thermostat, living, bill, oil, fine, 
cold, temp, happy, ceramic, perfect, 
temperature, winter, off, effective, 
efficient, have

air, window, water, hose, cool, tank, 
cooling, bad, conditioner, drain, 
portable, c, propane, ac, exhaust, 
hole, cooler, box, ice, humidity, end,
tube, btu, pull, heavy, full, mr, 
buddy, dry, block

Laptop laptop, screen, computer, 
windows, use, keyboard, get, 
machine, drive, life, battery, hard, 
price, time, fast, software, vista, 
other, power, little, better, work, 
light, video, laptops, notebook, 
bit, ram, system, do

great, good, well, battery, nice, 
pretty, easy, laptop, fine, core, size, 
hp, acer, perfect, excellent, happy, 
dvd, wireless, hdmi, hd, home, 
mouse, performance, processor, 
amazing, small, beautiful, toshiba, 
awesome, resolution

macbook, pro, mac, apple, new, os, 
bad, pc, x, firewire, more, better, 
aluminum, glossy, leopard, display, 
macs, mbp, previous, trackpad, 
unibody, air, mean, solid, glass, 
matte, less, faster, user, macbooks

Coffee Machine coffee, maker, water, machine, 
hot, cup, pot, carafe, use, brew, 
make, one, filter, time, get, 
coffeemaker, brewing, years, 
cuisinart, counter, pour, unit, lid, 
cups, other, little, grinder, buy, 
morning, better

great, good, cup, easy, clean, well, k,
nice, cups, perfect, fresh, best, tea, 
fine, keurig, drink, home, excellent, 
happy, size, single, regular, espresso,
own, pretty, starbucks, pods, 
different, travel, milk

water, basket, filter, bad, thermal, 
difficult, grounds, lid, top, plastic, 
brewing, pouring, place, design, 
hard, cone, negative, carafe, grinder,
parts, level, braun, pain, plate, 
indicator, designed, krups, poor, 
pour, area

MP3 Player ipod, player, music, use, video, 
sound, get, screen, zune, device, 
itunes, apple, quality, battery, 
better, play, software, new, touch, 
songs, thing, more, zen, nano, 
computer, other, product, go, buy, 
time

great, good, easy, well, nano, nice, 
ipod, songs, music, pretty, battery, 
shuffle, fm, gb, life, little, perfect, 
charge, excellent, happy, 
headphones, fine, games, ear, 
amazing, radio, cd, generation, 
awesome, mini

zune, software, media, bad, files, 
player, archos, hd, sync, fi, 
microsoft, firmware, support, x, 
looking, web, rhapsody, 
marketplace, wireless, wifi, folder, 
poor, pain, tracks, wi, internet, hate, 
interface, slow, digital

Digital SLR camera, canon, lens, use, quality, 
lenses, get, nikon, cameras, flash, 
more, better, shoot, shots, 
pictures, dslr, light, time, s, mode, 
take, price, body, features, 
shooting, image, focus, picture, 
photos, auto

great, good, digital, lens, well, slr, 
pictures, easy, rebel, point, excellent,
nice, amazing, film, happy, nikon, 
take, kit, pretty, battery, card, old, 
first, perfect, xt, photos, learn, fine, 
shoot, zoom

iso, noise, focus, sensor, image, bad,
system, dust, white, bright, balance, 
lcd, performance, exposure, menu, 
frame, color, s, mark, high, less, 
panasonic, poor, dark, custom, view,
metering, improved, viewfinder, low

Customer 
Service

product, one, new, problem, buy, 
first, time, unit, months, get, year, 
days, work, day, same, s, other, 
years, purchase, amazon, thing, 
box, do, company, me, problems, 
warranty, service, money, review

good, amazon, well, great, new, one, 
happy, shipping, return, same, fine, 
reviews, model, store, time, 
replacement, give, easy, price, brand,
nice, excellent, com, few, year, 
pretty, kind, two, product, perfect

service, customer, support, warranty,
repair, bad, told, call, send, hp, sony,
poor, tech, center, few, number, 
broken, working, dead, called, junk, 
negative, fixed, phone, terrible, 
toshiba, repairs, email, horrible, rep

Table 4.11: Top 30 topic, positive and negative words discovered by SentPOSLDA on the Amazon data
set.
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Aspect Topic Words Positive Words Negative Words

Hardware ram, drive, processor, core, gb, 
memory, fast, faster, graphics, 
cpu, has, model, computer, 
performance, dual, up, card, intel, 
speed, hd, windows, have, 
machine, better, duo, ray, upgrade,
blu, bit, ghz

hard, great, good, intel, more, enough, 
slow, well, gb, pretty, nice, ram, 
memory, single, easy, need, less, 
capable, know, uses, centrino, fine, 
amazing, reliable, awesome, running, 
laptop, excellent, celeron, efficient

slots, bad, nvidia, adequate, mean, x, 
gma, downgrade, powered, higher, 
versus, driver, controller, asus, knows, 
fingers, megabytes, h, ras, restored, 
heavily, fail, combined, kb, lags, int, 
crap, gigahertz, extreme, mahjong

Software windows, software, mac, vista, os,
system, use, run, xp, pc, laptop, 
installed, computer, programs, x, 
have, running, upgrade, operating,
work, office, bit, all, comes, 
version, machine, free, problems, 
time, program

well, great, easy, install, good, better, 
fast, get, virus, new, fine, pro, nice, 
microsoft, work, clean, pretty, friendly, 
upgraded, restore, different, awesome, 
fresh, happy, latest, boot, spent, 
intuitive, amazing, trial

bad, come, junk, open, crap, hate, pain,
crappy, mean, poor, negative, 
malicious, unwanted, burn, efficiently, 
everything, awful, aol, stupid, 
worthless, increase, universal, email, 
symantec, sad, garbage, dead, terrible, 
restoration, spyware

Gaming
Performance

games, graphics, laptop, play, 
video, card, high, all, 
expectations, it, run, game, 
computer, gaming, runs, machine, 
settings, fast, performance, do, 
nvidia, playing, better, everything,
end, running, resolution, 
exceeded, integrated, get

well, great, good, pretty, fine, use, nice,
call, discrete, awesome, full, amazing, 
fun, expect, turbo, happy, kind, low, 
perfect, nvidia, uses, easy, ones, 
beautiful, unreal, stunning, forget, 
fantastic, excellent, impressive

dead, maze, bad, developer, 
improvement, evil, shader, r, ferrari, 
spore, conserve, google, junk, l, jedi, 
deluxe, titles, horsepower, released, 
fiberoptical, claims, k, pinball, 
resolving, pseudo, alert, klondike, 
command, graohics, camcorder

Wi-Fi 
Performance

wireless, movies, video, watching,
watch, videos, web, tv, screen, 
wifi, use, music, laptop, play, get, 
internet, computer, hd, youtube, 
no, games, n, network, 
connection, home, have, browser, 
router, shows, built

great, well, internet, good, movie, easy,
connect, browsing, fast, nice, fine, 
using, pretty, awesome, excellent, 
email, fi, lot, work, streaming, running,
fun, amazing, perfect, happy, systems, 
range, d, kind, share

negative, crashing, poor, bad, 
regularly, choppy, text, index, 
launching, optimal, manages, consider,
start, application, decision, sub, fail, 
correctly, hl, boring, example, 
conditions, brother, elements, met, 
ubuntu, introduced, interest, nas, spike

Keyboard 
and Mouse / 
Touch Pad

keyboard, it, touch, pad, button, 
screen, use, up, mouse, keys, 
buttons, touchpad, click, right, 
like, little, trackpad, finger, key, 
used, back, laptop, bit, feel, find, 
left, wheel, type, fingers, typing

nice, easy, get, great, hard, good, well, 
down, pretty, multi, rest, fine, fn, using,
touch, side, clean, kind, end, lock, 
excellent, black, beautiful, awesome, 
scrolling, around, perfect, glass, 
amazing, delete

bad, smooth, trackpad, pain, mean, 
terrible, located, loose, hate, negative, 
horrible, place, awful, poor, touches, 
surfaces, fat, lightly, pattern, clumsy, 
rattle, fail, factor, brush, ugly, disaster, 
overly, damage, resulting, crap

Table 4.12: Top 30 aspect, positive and negative words detected by SentPOSLDA for the Laptop topic
in the Amazon data set.

The quantitative results are shown in Table 4.13. Overall, SentPOSLDA performed slightly 

better when allowed to focus on fine-grained aspects. This data set has different properties and contains 

reviews about different topics than the TripAdvisor data set so some differences in the results are to be 

expected. Nevertheless, we suspect one of the factors for worse performance is the fact that this is a 

more complex data set with multiple levels of granularity and a much larger number of fine-grain 

aspects. 
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Granularity Accuracy Precision Recall

Document level, 7 topics 0.779 0.779 0.999

Sentence level, 30 aspects 0.780 0.783 0.993

Table 4.13: Quantitative results on the Amazon data set.

4.2.3 Noisy Data

Twitter posts present the greatest challenge to any kind of NLP task for several reasons. Twitter's

limit of 140 characters per post can force the user to abbreviate words or compromise on grammar. The 

posts are also riddled with emoticons, hashtags, overused exclamation marks and other noise. 

Furthermore, the short length of these posts do not provide much information for us to go on. The 

amount of topics discussed on Twitter is also a challenge since Twitter is open to everyone to talk about

anything. The SemEval data set that we used is manually marked for topics and we counted 602 of 

them. Of the three types of data sets, SentPOSLDA performed the worst on this one as the scores in 

Table 4.14 show. Similarly to POSLDA, qualitative analysis revealed few discernible topics and 

sentiments. The ones we did find are presented in Table 4.15.

Metric Score

Accuracy 0.713

Precision 0.716

Recall 0.988

Table 4.14: Quantitative results with the Twitter data set.
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Topic Words Positive 
Words

Negative 
Words

Comments

Asia, economic, office, growth, china, ost, region, 
forecast, right, trails

rises, lag, upbeat Positive reaction to news 
about Asian economy.

capello, russia, fabio, portugal, match, intended, said, 
manager, result, cantwait

good, wishes honesty, aloud Comments about a sports 
match.

monument, washington, south, korea, born, seoul, solo,
travel, ur, continued

beautiful, country, 
gorgeous, society, 
japan, stunning

Comments about traveling 
through Asian countries.

cloud, expo, computing, ceo, track, data, wppi, power, 
ab, speed

effective, great caught Reviews about new 
technologies, possibly 
presented at a conference.

garden, olive, social, dinner, series, deeds,  week, 
hosting, perry, tyler

happy, good, 
ikayrob, pretty, 
antones, cute, 
special

us, terrible Review about a dinner at a 
restaurant.

tournament, kickball, your, hands, match, soccer, arm, 
ddliverpool, octobr, ipittythefoolthatcantkick, 
itoldschool

happy, drive, 
winning

s***, hate Sentiments about a soccer 
game.

goal, zone, field, nhllockout, preds, kept, growing, fix, 
jonesing, holes

awesome, great, 
territory

bad, pain Sentiments about a football 
game.

lead, pacers, pistons, his, picks, cold, bench, bulls, trail,
pts

reclaim, audition foul, upset Sentiments about another 
football game.

black, camera, deals, olympus, jay, case, om, bag, 
digital, lens

happy, good, 
favorite, great, 
pinaghuhugutan, 
freeblog, yelawolf, 
shaped, kickback

oled Comments about a camera.

million, ordered, ipad, shipped, child, cow, mini, 
suggest, released, bethere

friendly, well s*** Comments about a new 
Apple product.

yay, nominated, woohoo, grammy, sweetheart, 
nominations, considering, joan, jasmine, routes

happy, kul omfg Sentiments about a Grammy 
nomination.

trailer, games, by, bioshock, infinite, playstation, 
mashasha, dungeon, february, gen

great, controversy, 
previous, 
awesome, 
squeeing, kindly

Positive comments about a 
recent video game release.

Table 4.15: Topic and sentiment words discovered by SentPOSLDA on the Twitter data set.
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4.2.4 Effects of Topic Filtering

One of the fine-tuning features added to SentPOSLDA is the filtering of topics for the sentiment

words. As explained in Chapter 3, when building a model from which to draw the word sentiment we 

ignore all topics that were not mentioned in the sentence. To test the effect this has on the results we ran

SentPOSLDA against the TA1 data set with and then without topic filtering. The results are shown in 

Table 4.16 and clearly show an improvement.

Accuracy Precision Recall

Aspect With Without With Without With Without

Overall 0.856 0.852 0.873 0.879 0.968 0.953

Value 0.836 0.798 0.873 0.879 0.942 0.881

Room 0.863 0.848 0.899 0.918 0.945 0.902

Location 0.864 0.793 0.949 0.945 0.903 0.828

Cleanliness 0.894 0.852 0.936 0.939 0.949 0.896

Front Desk 0.973 0.845 0.912 0.925 0.946 0.895

Service 0.846 0.803 0.889 0.882 0.939 0.892

Business Service 0.809 0.769 0.849 0.858 0.937 0.865

Table 4.16: Quantitative results with and without topic filtering on the TA1 data set.

4.2.5 Effects of Aspect Rating Approximation

An additional fine-tuning heuristic in our solution is the approximation of the aspect rating 

using the reviewer's overall rating rather than allowing equation (3.17) to reduce to the overall 

sentiment of the corpus. We expect this feature to have more impact the less bias there is in the data set 

since in a heavily biased corpus the overall corpus sentiment will be the correct one most of the time. 
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Indeed, as Figure 4.17 shows there is virtually no effect on the TA1 data set which is very heavily 

biased towards the positive sentiment. In Figure 4.18, we see a greater effect on the TA2 data set which 

is less biased.

Accuracy Precision Recall

Aspect With Without With Without With Without

Overall 0.856 0.847 0.873 0.847 0.968 0.997

Value 0.836 0.817 0.873 0.864 0.942 0.929

Room 0.863 0.873 0.899 0.905 0.945 0.949

Location 0.864 0.861 0.949 0.943 0.903 0.907

Cleanliness 0.894 0.906 0.936 0.933 0.949 0.966

Front Desk 0.973 0.879 0.912 0.913 0.946 0.954

Service 0.846 0.840 0.899 0.877 0.939 0.947

Business Service 0.809 0.804 0.849 0.840 0.937 0.944

Table 4.17: Quantitative results with and without aspect rating approximation on the TA1 data set.

Accuracy Precision Recall

Aspect With Without With Without With Without

Overall 0.826 0.800 0.830 0.794 0.970 0.995

Service 0.821 0.819 0.854 0.854 0.928 0.923

Value 0.732 0.700 0.771 0.753 0.908 0.887

Rooms 0.820 0.824 0.836 0.841 0.944 0.944

Cleanliness 0.848 0.846 0.900 0.876 0.936 0.952

Location 0.856 0.863 0.955 0.952 0.889 0.899

Table 4.18: Quantitative results with and without aspect rating approximation on the TA2 data set.
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4.3 Parallel Gibbs Sampling Performance

For all the experiments in section 4.2 we have used the parallel implementation of our Gibbs 

sampling algorithm. We wanted to be sure that the parallel implementation did not degrade the results 

of our experiments. To that end we measured the performance of SentPOSLDA starting with a single 

thread and then doubling the number of threads all the way to 8129 threads – the maximum supported 

by our GPU. For time considerations we used a randomly sampled subset of the TA1 data set that was 

10% the size of the original. As Figures 4.3. and 4.4 show, the accuracy, precision and recall of the 

results stayed quite constant through all of these experiments while the execution time roughly halved 

every time we doubled the number of threads. Most notably, the execution time went from 33 days with

a single thread to just 40 minutes with the maximum number of threads.

For comparison purposes, we have included the execution time of the single-threaded sampler 

on our CPU. The CPU has a higher per-core frequency – 2.1 GHz as opposed to the GPU's 850 MHz – 

and certain optimizations that are not present in the GPU. As a result, the CPU was faster than the GPU

running at 64 threads or less but these advantages crumbled as we increased the number of threads.
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Figure 4.3: Run time as the number of threads varies.
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Figure 4.4: Accuracy, precision and recall as the number of thread varies.



Chapter 5

Conclusions and Future Work

5.1 Conclusions

We introduced a new probabilistic model for aspect-level sentiment analysis and a multi-

threaded implementation of the Gibbs sampling algorithm for faster inference. Our model is largely 

based on the POSLDA [9] model – a topic classifier that incorporates syntax modelling in order to 

separate semantic words from purely functional words. Within semantic words, we model the 

probability of a word expressing sentiment using the ideas presented in STDP [24]. Unlike STDP, we 

do not need a POS tagger since our model includes a syntax modelling component. We perform 

sentiment analysis using a sentiment modelling component similar to JST [25] but restricting it to the 

words in semantic classes where the presence of sentiment was identified. Based on the desired output, 

we restructure the sentiment modelling component so it has a sentiment distribution for each topic as 

opposed to a topic distribution for each sentiment as in JST, ASUM [22] and STDP. Instead of 

modelling overall sentiment explicitly, we approximate it using aspect sentiments and topic 

distributions. Finally, we add a few heuristics such as topic filtering and aspect rating approximation to 

get the best performance out of the resulting model.

We performed experiments on three different types of data. The TripAdvior data set contains 

reviews on hotels and provides ratings on 7 aspects giving this data set a single level of granularity. We 

used aspect seed words to force the discovered aspects into the 7 predetermined ones so we we can 
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compare the output with the given ratings. Our model achieved a very high level of performance in this 

setting.

The second data set is a set of reviews on 7 different types of products from the Amazon web 

site. Each of these product types has several fine-grained aspects which means that this data set has two

levels of granularity. The aspects were not given to us a priori and the provided ratings were on overall 

satisfaction only. The performance of our model suffered in this case although still achieving scores 

around 78%. One of the implications of the performance drop is that our model's ability to handle 

multiple levels of granularity is something that can be improved upon.

Finally, we tested our model against a set of Twitter posts. This data set presented many 

challenges including incorrect spelling and grammar, use of hashtags, emoticons and other noise, and 

lack of information due to the extremely short length of each post. Similarly to POSLDA, our model 

performed the worst with this data set.

We also compared the performance of our model with the approach taken by Zhou. Our 

approach demonstrated modest improvements in accuracy and precision and a drastic improvement in 

recall. The data set used for this experiment was very biased towards the positive. The fact that our 

model achieved much better recall suggests that it is more sensitive to the overall bias of the corpus.

We introduced the notion of topic filtering in order to assign the correct aspect to sentiment 

words. This is something that is lacking in all other models we reviewed in this thesis. Our approach 

was to simply restrict the available aspects to the ones mentioned in the current sentence using non-

sentiment words. The results of our experiments showed that including this heuristic improved 

performance, suggesting that some type of target detection for sentiment words is necessary.

We identified a potential problem with applying a probability function for aspect level sentiment
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analysis to documents where some of the aspects were not mentioned. In such a case, the function 

reduces to the overall sentiment of the corpus. In a heavily biased corpus the consequence would be 

unnoticeable since the overall sentiment would be correct most of the time. However, with more 

balanced data sets the effect is stronger. To overcome this issue we calculate the overall sentiment while

ignoring aspects that were not mentioned and then use the overall sentiment as an approximation for the

sentiment of those aspects. Our experiments confirmed our suspicions with both heavily biased and 

more balanced data sets suggesting some heuristic considerations are appropriate with probabilistic 

models such as ours.

Finally, we measured the performance of our model as we changed the number of threads in 

order to examine the effects of multi-threading. The scores, as measured by all three metrics, remained 

roughly constant for all 7 aspects of the TripAdvisor data set as we increased the number of threads 

from 1 to 8192. Meanwhile, the execution time decreased from 33 days to just 40 minutes. These 

results demonstrate that the effects of multi-threading on the quality of results in negligible while the 

benefits are enormous.

5.2 Future Work

We spent a great deal of time talking about and managing different levels of granularity. Our 

approach has been to use fewer topics on a document-level SentPOSLDA when each document 

contains one topic and more topics on a sentence-level SentPOSLDA when each document discusses 

several topics or aspects. A much better approach would be to include granularity into the model itself. 

A glaring candidate for this would be to use Multi-Grain LDA (MG-LDA) [38] instead of LDA [7] as 

the basis for the topic modelling component. MG-LDA performs topic modelling at two levels: high 
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level topics such as the Laptop, MP3 Player, Space Heater topics in the Amazon data set, and low-level 

aspects such as battery life, image quality, ease of use, etc. With topics and aspects structured in such a 

way the model would be able to detect the rateable aspects for each topic more successfully and 

automatically.

Darling's work on POSLDA [9] includes NP-POSLDA, a non-parametric version of the model 

that does not require the number of topics to be provided ahead of time. An interesting avenue of 

research would be to change the basis of SentPOSLDA from POSLDA to NP-POSLDA and test it on 

data sets such as the Amazon one where the number of aspects is unknown. The resulting model would 

be able to find the optimal number of topics which should result in better topic classification and 

therefore better performance on sentiment analysis.

One of our improvements over the other models was including a more accurate way to assign 

topics to sentiment words. Our approach was very simple – we simply let non-sentiment, semantic 

words in the current sentence dictate the available topics for the sentiment words. This heuristic alone 

resulted in improvement gains. However, it is entirely possible for a sentiment word to refer to 

something from another sentence. For example, consider the following excerpt:

“The room was great. It was very comfortable and spacious.”

The words “comfortable” and “spacious” are referring to the topic “room” mentioned in the previous 

sentence. Our approach would miss the sentiment expressed in the second sentence entirely. If a simple 

heuristic such as ours is showing promising results, a more sophisticated approach to finding the target 

of a sentiment word would surely produce even better results. A possible avenue of research would be 

to take advantage of the syntax information contained within our model.

SentPOSLDA does not model overall sentiment explicitly but rather approximates it using the 
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aspect sentiments and topic distributions. This has proven effective in our experiments but proved to be

much worse than Zhou's [51] method. Incorporating overall sentiment into the model itself could be a 

way to bring the performance of overall sentiment detection up to par.

Finally, our approach did not handle negation in any way, which was likely the reason for some 

of the incorrect sentiment assignments. Finding a method to handle negation should result in a further 

uptick in performance. 
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APPENDICES

Appendix A: Seed Words for Sentiment

Positive words Negative words

adorable amazing angelic appealing attractive 
awesome beautiful beneficial bliss bravo brilliant 
charming cheery clean commend courageous cute 
dazzling delight delightful divine easy ecstatic 
effective efficient effortless electrifying elegant 
enchanting energetic engaging enthusiastic 
excellent exciting exquisite fabulous fantastic 
favorable fine flourishing fresh friendly fun funny 
generous glamorous glowing good gorgeous 
graceful great handsome happy harmonious 
healthy hearty heavenly honest ideal impressive 
jovial joy jubilant keen kind knowledgeable 
legendary lively lovely marvelous masterful 
miraculous nice nurturing nutritious paradise 
perfect phenomenal pleasurable plentiful pleasant 
polished positive pretty refined reliable 
remarkable respected robust satisfactory skilled 
skillful soulful sparkling special stupendous 
stunning superb terrific thrilling thriving tranquil 
truthful unreal unwavering upbeat upstanding 
valued vibrant virtuous well wonderful wondrous 
yummy zeal zealous

abysmal alarming angry annoy anxious appalling 
atrocious awful bad banal belligerent boring 
broken callous carelessly clumsy contradictory 
corrosive corrupt crap crappy creepy criminal 
cruel cry dead decaying damage damaging 
dastardly deplorable deprived deformed deny 
despicable detrimental dirty disgusting disheveled 
dishonest dishonorable dismal distress dreadful 
dreary enraged evil fail faulty fear feeble filthy 
foul frightful gawky ghastly greed grim grimace 
gross grotesque gruesome haggard harmful hate 
hideous homely horrendous horrible hostile hurt 
hurtful icky ignorant ill immature inane inelegant 
infernal insane insidious insipid jealous junk 
junky lousy malicious mean menacing messy 
misshapen moldy monstrous naive nasty naughty 
negative nonsense noxious objectionable odious 
offensive oppressive pain pessimistic petty 
poisonous poor prejudice questionable reject 
renege repellant repulsive repugnant revolting 
rocky rotten rude ruthless sad savage scare scary 
scream shit shitty shoddy shocking sickening 
sinister slimy smelly spiteful stinky stressful 
stupid substandard terrible terrifying threatening 
ugly undermine unfair unfavorable unhappy 
unhealthy unjust unlucky unpleasant 
unsatisfactory unsightly unwanted unwelcome 
unwholesome unwieldy unwise upset vicious vile 
villainous vindictive wicked woeful worthless 
wound yell yucky
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Appendix B: Seed Words for TripAdvisor Data Set

Aspect Seed Words

Value experience cheap quality cost expectation honeymoon vacation accommodate 
discount atmosphere anniversary expensive pricy accomodate accommodation 
accomodation dollar price bargain recommended star pay value choice resort 
money worth start overprice 

Rooms bathroom bed size tower window suite sleep decorate air decor bedroom furnish 
renovation suit apartment bathtub soap security television shampoo mirror 
hairdryer floor square shower space inside mansion channel furniture toiletry 
louver courtyard carpet house room quiet light balcony pillow Queen kitchen tv 
view night noise condition view stay comfortable street spacious book chair 
double king request read bath upgrade overlook housekeeping modern separate 
sink conditioner 

Location location shop station locate bus airport outside taxi site facility market tube train 
wall traffic museum bank underground transport pantheon transportation position 
boulevard touristy conference walk street shuttle boutique plaza opera supermarket
tram park transport mall avenue close beach sight-see surround restaurant distance 
minute center metro bloc central min stop near convenient route 

Cleanliness clean dirty nonsmoking valet smoke linen smell tidy maintain smoker resort linen 
cleanliness musty cigarette spotlessly 

Front Desk staff reception wait concierge reservation receptionist checkout office management
inform guide check charge request manager entrance owner desk bellman contact 
check-in front arrive book leave guest welcome courteous greet smile helpful 
friendly english help information polite waiter rude question 

Service breakfast service restaurant food park coffee cafe drink dinner buffet buffet tea 
towel lounge luggage club elevator gym fridge yogurt cake suitcase plasma movie 
kitchen toast meat supply newspaper security waiter laundry facility cheese bread 
snack wine croissant gem property egg juice swim lobby garage website belvedere 
bar serve smile pool meal fruit cereal speak lunch free seafood steak selection gym
variety bacon 

Business Service business center computer management wifi company route massage facility 
website machine computer connection online system internet access wireless speed
laptop fitness printer print high-speed wi-fi broadband pc ethernet network facial 
fax therapist pcs speedboat speedos lan password modem router cord connectivity 
hi-speed download computerize highspeed dial-up speedboats 
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