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Preface

OpenSHMEM is a Partitioned Global Address Space (PGAS) library specification. The
main abstractions of the programming model are execution contexts called processing
elements (PEs) and symmetric memory objects. The programming model also provides
explicit mechanisms to access and transfer data between the symmetric memory objects
of different PEs. The key factors that make OpenSHMEM an excellent choice for
parallel, communicating HPC applications is its simple application programming
interface (API), support for remote direct memory access (RDMA), and constant
innovation in the library API to keep abreast with the current scientific and hardware
changes. Over the past few years there is a growing momentum behind the develop-
ment and usage of the OpenSHMEM programming model.

The OpenSHMEM Workshop is the premier venue for presenting new and inno-
vative PGAS research in the context of OpenSHMEM. OpenSHMEM 2017, held in
Annapolis, Maryland, was the fourth event in the OpenSHMEM and Related Tech-
nologies workshop series. The workshop was organized by Oak Ridge National
Laboratory and sponsored by ORNL, DoD, Cray, Nvidia, Mellanox, ARM, and HPE.
The workshop was attended by participants from across academia, industry, and private
and federal research organizations.

This year, the workshop focused on “OpenSHMEM and the Big Compute and Big
Data Convergence.” The workshop included two days of technical presentations fol-
lowed by one day dedicated to the OpenSHMEM Specification discussions and
development. The technical segment commenced with a keynote from Dr. William
Carlson. Apart from being a member of the research staff at the IDA Center for
Computing Sciences since 1990, he also leads the UPC language effort. The title of his
talk was “Shared Memory HPC Programming: Past, Present, and Future?”.

The paper session discussed a variety of concepts, including extending the
OpenSHMEM API for future architectures, new applications using OpenSHMEM,
evaluation and implementation of OpenSHMEM for new architectures, novel use of
OpenSHMEM for the heterogeneous environments, and new development in the tools
eco-system for OpenSHMEM. All papers submitted to the workshop were
peer-reviewed by the Program Committee (PC) which included members from uni-
versities, industry, and research labs. Despite the short turnaround, each paper was
reviewed by at least three reviewers. In all, 11 full papers were selected to be presented
at the workshop.

This proceedings volume is a collection of papers presented at the workshop. The
technical papers provided a variety of ideas for extending the OpenSHMEM specifi-
cation and making it efficient for current and next-generation systems. This includes
new research for communication contexts in OpenSHMEM, different optimizations for
OpenSHMEM on shared memory machines, exploring the implementation of Open-
SHMEM and its memory model on Intel’s KNL architecture, and implementing new
applications and benchmarks with OpenSHMEM.



The third day of the workshop was focused on developing the OpenSHMEM
specification. This year, 2017, like the year before, has been a very exciting year for the
OpenSHMEM committee. Thanks to the active participation at the workshop, the
committee is in the process of ratifying OpenSHMEM Specification 1.4. The Open-
SHMEM meeting at the workshop is an annual face-to-face OpenSHMEM committee
meeting making it an important and impactful venue.

The general and technical program Chairs would like to thank everyone who con-
tributed to the organization of the workshop. Particularly, we would to thank all
authors, PC members, reviewers, session chairs, participants, and sponsors. We are
grateful for the excellent support we received from our ORNL administrative staff and
Daniel Pack, who helped maintain and update our workshop website.

December 2017 Neena Imam
Manjunath Gorentla Venkata

Swaroop Pophale
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