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Abstract. Analysing risk is critical for dealing with cybersecurity inci-
dents. However, there is no explicit method for analysing risk during
cybersecurity incidents, since existing methods focus on identifying the
risks that a system might face throughout its life. This paper presents
a method for analysing the risk of cybersecurity incidents based on an
incident risk analysis model, a method for eliciting likelihoods based on
the oddness of events and a method for categorising the potential rami-
fications of cybersecurity incidents.

Keywords: Cybersecurity · Risk analysis · Incident risk analysis
Decision support

1 Introduction

Cybersecurity incidents happen in a context of uncertainty in which incident
responders have to analyse the potential uncertainties around the incident and
the potential consequences in the system and on the assets. The earlier signs of
one of these events are, typically, suspicious anomalies that could also be caused
by legit actions by the system or users. Here, the analysis focuses on identifying
what could have caused the anomalous event, and what events might follow. For
instance, a new connection within a network could be caused by a maintenance
laptop or an unauthorised party accessing the network. Additionally, if a specific
attack or problem has been identified, then the analysis focuses on identifying
the consequences of the threat, how likely they are or how the potential counter-
measures would change the risk. For example, analysing the presence of malware
in an industrial controller would deal with aspects such as whether it is harm-
ful to the controller or the current industrial process, whether it can spread to
other devices or what the consequences of removing the malware or changing
the device are.

c© Springer International Publishing AG 2018
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Methods for cybersecurity risk analysis may be classified into three
approaches: upstream, downstream and combined. Upstream methods, such as
attack trees [1], fault trees or probabilistic attack graphs [2], identify the causes
of the main incident. Downstream methods, such as FMECA1 [3] or event trees
[4], identify the consequences of the main incident. Combined methods, such as
bow-ties [5,6] and risk matrices [7], cover both upstream and downstream anal-
ysis. A bow-tie combines an upstream tree for the causing events of the main
incident and a downstream tree for its consequences. Risk matrices assign an
ordinal value to the likelihood and to the severity of a risk, and then derive
an ordinal risk rating from both values. Other relevant combined methods are
CORAS [8] and FAIR [9]. Most of the existing methods, especially upstream and
downstream ones, concentrate on risk description2 [10] rather on risk evaluation.

Risk matrices are the most popular risk analysis method, but its limita-
tions [7] are even more problematic when it comes to analysing incidents. First,
combining the qualitative interpretations of likelihood in a chain of events
would become meaningless, since they do not follow probability axioms. Second,
analysing the impact over assets with them also present problems. On the other
hand, risk matrices are very suggestive on what stakeholders should value as most
frameworks using them provide a supporting table identifying some impact cat-
egories (e.g., people, property, reputation) and the corresponding severity level.
In addition, they are also very suggestive on how should stakeholders evaluate
the risk, since most frameworks provide an already coloured matrix to categorise
risks.

This paper presents a method for analysing the risk of cybersecurity inci-
dents, hereafter called CSIRA. The method combines a general model for inci-
dent risk analysis, a model for categorising the ramifications of cybersecurity
incidents and a minimal method for eliciting likelihoods based on the oddness
of events. These methods are introduced in Sect. 2. Section 3 introduces CSIRA,
supported by an example of its application in Sect. 4. Finally, Sect. 5 briefly
discusses our contributions and future work.

2 Base Models

2.1 GIRA: A General Model for Incident Risk Analysis

Figure 1 depicts a general model for incident risk analysis (GIRA), represented
as an influence diagram. GIRA [11] combines risk information from upstream
and downstream risk descriptions, as well as risk evaluation. As an influence
diagram, GIRA provides a visualisation of the cause-effect relations of the risk,
and the capability of processing quantitative and qualitative elicitations of it
(this last one through a semi-quantitative procedure).

1 Failure mode, effects and criticality analysis.
2 In ISO terminology, risk description is named risk analysis whereas risk analysis is

named risk assessment.
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In an influence diagram, ovals represent events with uncertain states (‘what
could happen?’). Double-lined nodes represent events with deterministic/known
states (‘what would happen?’). Rectangles represent a set of alternative actions
that decision-makers can take (‘what we can do?’). Hexagons represent a set
of preferences over the outcomes of a node (‘how we value what could hap-
pen?’). Arcs represent conditional relations between nodes (‘if this happens in
the antecedent, then that happens in the consequent’). Stacked nodes represent
that for certain node types, there could be several of them.

Fig. 1. GIRA depicted as an influence diagram.

The threat exposure node represents the likelihood that a threat is present in,
or targeting, the system that the incident handlers are in charge of protection
(MS, the managed system). Mathematically, it is represented by the probability
distribution p(t). The incident response node represents the alternative actions
that the incident handlers could implement to avoid or mitigate the incident.
The variable representing these actions is r. The incident materialisation node
represents the likelihood that the threat materialises as an incident in the MS,
taking into account the response of incident handlers. This is the first conditional
node, p(m|t, r), which means that the probability of incident materialisation
depends on the threat presence and the response. The consequences in the man-
aged system nodes represent the likelihood that an incident or its response cause
further negative events in the MS. Its distribution is modelled as p(ck|m, r).
There could be multiple nodes of this type, so we define the set of conse-
quence nodes as {ck} = {c1, . . . , cK}, being K the total number of consequences.
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An asset is any element affected by the incident and valuable to the stakeholders.
The impact on asset nodes provide the likelihood that a consequence in the MS
leads to impacts over the assets of the MS or other systems, or over any other
stakeholders’ interests. This node takes into account the current asset status,
which might enable or escalate the impacts of the incident. An asset status is
represented as sz and the set of asset status nodes as {sz} = {s1, . . . , sZ}. An
impact on asset node is represented as p

(
ij |{ck : ∃ ck → ij}, {sz : ∃ sz → ij}

)
,

being {ck : ∃ ck → ij} the set of consequence nodes parenting the j-th impact
node3 and, similarly, {sz : ∃ sz → ij} the asset status nodes parenting the j-
th impact node. The set of impact on asset nodes is {ij} = {i1, . . . , iJ}. The
objective nodes synthesise impacts in a reduced number of objectives to facili-
tate stakeholders understanding and comparing the outcome of the incident. An
objective node is represented as p

(
ob|{ij : ∃ ij → ob}

)
, being {ij : ∃ ij → ob}

impact on assets nodes parenting the b-th objective node. The set of objective
nodes is {ob} = {o1, . . . , oB}.

The combination of all the nodes, from threat exposure to objective nodes,
represents risk description, which is modelled by the following equation:

p
(
{ob}, {ij}, {sz}, {ck}, m, r, t

)
=

= p(o1, . . . , oB , i1, . . . , iJ , s1, . . . , sZ , c1, . . . , cK , m, r, t) =

=

[ B∏
b=1

p
(
ob|{ij : ∃ ij → ob}

)] [ J∏
j=1

p
(
ij |{ck : ∃ ck → ij}, {sz : ∃ sz → ij}

)]

×
[ K∏
k=1

p(ck|m, r)

]
p(m|t, r) p(t). (1)

Finally, the risk evaluation node represents the stakeholders’ evaluation of
the risk scenarios caused by the incident. It can be modelled, following the multi-
attribute utility theory paradigm [12], as u

(
{ob}

)
= u(o1, . . . , oB). The actual

risk evaluation is based on the expected utility when response r is implemented,

ψ(r) =

∫
. . .

∫
u
(
{ob}

)
p
(
{ob}, {ij}, {ck}, m, t

)
dt dm dcK . . . do1. (2)

From this equation, we can obtain the maximum expected utility response, by
calculating r∗ : max ψ(r).

Another aspect to consider is the time frame of the risk analysis. Specifically,
the expiration time (e) of GIRA is the estimated moment of the earliest relevant
change in any of the elements that participate in the incident (e.g., threat, sys-
tem, assets). The expiration time could also be a specific time frame set by the
analyst. The analysts should refer likelihoods to such time frame.

3 More properly, the set of consequence nodes for which there exist an arc (directed
edge as a graph) directed to the impact node ij .
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2.2 Eliciting the Likelihood Based on the Oddness of the Event

The quality of risk analysis relies on how well it considers uncertainty [13]. This is
achieved by using suitable and well-processed data, if available, or in the partial
or complete support of expert knowledge [14] or other elicitation methods [15].
However, this information might not be available during the time frame of the
incident, in which the analysts do not have access to data or experts.

Analysing the likelihood of events using a qualitative interpretation could be
arbitrary, but a meaningful yet practical approach is basing this splitting on a
qualitative interpretation of probability ranges: certain for p(e) = 1, possible for
p(e) = (t, 1), rare for p(e) = (0, t) and impossible for p(e) = 0. Any event x that
clearly has a likelihood below the interpretative oddness threshold t is defined
as rare, whereas the events with a likelihood around or above t are defined as
possible. This simple method can be extended with several levels of oddness.
Interpretatively, this means that rare would change to p(e) = (t2, t1) and could
be conceived as rare (oddness 1), and that we could define a new rarer than
rare/rare (oddness 2) event with p(e) = (t3, t2). We can continue this process
until a are (oddness i) event, which might be useful for comparing the likelihoods
of different events, although it would become more and more difficult to interpret
in absolute terms.

Additionally, we can establish a rule for the likelihood of a chains of n events,
based on the accumulated oddness, i.e.,

p(en|en−1| . . . |e1) = (tl−1, tl) : l =
n∑
i

odd(ei),

being odd(ei) the oddness of the event. Certain and possible events have an
oddness of zero. Additionally, any chain with at least one impossible event is
automatically impossible, and any chain with all of its events certain is auto-
matically certain.

Following this rules we have that a chain o possible and certain events is
possible, a chain with a rare event would be rare (one event with oddness 1), a
chain with two rare events would be a rarer than rare event (two events with
oddness (1), a chain with a rarer than rare event would be a rarer than rare
event too (one event with oddness (2). For instance, in industrial cybersecurity,
an analyst could interpret that the event of an attacker manipulating a controller
is rare and that, given such a manipulation, the event of a controlled sabotage
by the attacker is rare. Therefore, this chain of events would be elicited as ‘rarer
than rare event’.

Table 1 summarises these concepts. It also shows the numerical implementa-
tion in a Bayesian network like GIRA, which can take the qualitative likelihood
as a numerical input to populate the probabilities of nodes and, vice versa,
translate the overall probabilities calculated by the network into the qualitative
interpretation again. These values are defined based on practical purposes. First,
a probability range of 2 orders of magnitude, e.g. (1×10−2, 1), allows us to model
dozens of states. The differences among the magnitudes of the various probabil-
ity ranges are established in a way so that a chain with a rare event will always
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Table 1. Table with the probabilistic interpretation of qualitative likelihoods.

Qualitative
likelihood

Probabilistic
interpretation

Numerical input to
GIRA Bayesian
network

Numerical output
from GIRA
Bayesian network

Certain 1 1 1

Possible (t1, 1) (1 × 10−2, 1) (1 × 10−10, 1)

Rare (oddness 1) (t2, t1) (1×10−12, 1×10−10) (1×10−20, 1×10−10)

Rarer than rare
(oddness 2)

(t3, t2) (1×10−22, 1×10−20) (1×10−30, 1×10−20)

. . . . . . . . . . . .

Impossible 0 0 0

have a lower probability than a chain without it. In the case of GIRA, we have
a chain of 5 nodes and, taking into account that we use probability ranges of 2
orders of magnitude, the difference between probability ranges must be, at least,
10. This way, by multiplying the probabilities of the chain of events, we will get
as output the overall probabilities, with their different orders of magnitude.

2.3 Understanding Potential Ramifications of Cybersecurity
Incidents

Multiple guidelines and taxonomies exist for identifying and categorising cyber-
security risks. We can distinguish two groups. One group at the technical level,
the larger in the literature, deals with the categorisation of cyber attacks and
their effects on digital systems. These guidelines might be useful for identifying
elements related to threats, incidents, and system consequence. The other group
deals with the impact that cybersecurity risks might have on assets, value or
risk objectives. Examples of widely used methods are COBIT [16] or FAIR [9].
However, the majority of the categories for impacts and assets have a perspective
that pivots on a business/organisational interpretation of assets and stakehold-
ers. Although most risk management happens in organisational settings (e.g.,
business or public agencies), a more broad perspective is feasible when thinking
about cybersecurity risk impacts, i.e., asset as something with value for some-
body and stakeholder as somebody that might be affected by the incident.

A thorough categorisation model would require a combination of IT, OT,
cyber-phisical and cyber-psychological risks, an analysis of their impact at
microsocial and macrosocial level and an analysis of what new cyber risks would
emerge in the future (e.g. what risks the pervasive use of virtual reality will
bring and how they could become cybersecurity risks). There is no scientific or
technical literature so comprehensive. However, a simplified model for quick elic-
itation may be established. Figure 2 depicts a graphical model for categorising
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the potential ramifications of cybersecurity incidents. In the context of GIRA,
this model might be helpful for identifying the consequences and impacts nodes.

The starting point is the MS, in which the analysed cybersecurity incident
happens. The primordial risks of cybersecurity incidents are those involving the
processing, storage and transmission of digital data. For example, ransomware,
denial of service or man-in-the-middle attacks. These events could happen in
the MS or other digital systems managed by the organisation dealing with the
incident or third parties.

Fig. 2. Categories that classify the ramifications of cybersecurity risks

However, the importance of cyber risks resides, mostly, in the ramifications
to other organisational or physical systems and assets that depend on, or can be
affected by, the compromised digital systems. The most direct ramifications are
the incidents grouped in the broad category of cyber interfaces. Physical opera-
tions refer to the interactions between physical reality and digital systems, such
as input and output devices (e.g., keyboards, screens, printers, mouses, USB
ports) or the actuators and sensors of industrial control systems. Examples of
risks here involve unauthorised cyber-physical actions like the ones executed by
Stuxnet [17] (manipulation of nuclear plant centrifuge speeds) or the malicious
hijacking of laptop cameras. Information systems refer to the actual information
contained in the digital systems (e.g., documents, pictures). An example risk in
this case is the stealing of secret documents. Communication systems refer to
the actual communication facilitated by the digital systems (e.g., chats, video
conferences). Examples of risks here are the interference with a video conference
or even the dissemination of false information through vulnerabilities in social
networks (e.g., Twitter bots). Administrative operations refer to the affairs con-
ducted with the digital systems (e.g., invoicing or buying online). An example
risk in this area is the hijacking of an e-banking account. The virtual experi-
ence refers to the human experience in the reality created by the digital system
(e.g., user experience in an application, human interaction in a social network).
Examples of this type of risk are the exposure of personal information or sensitive
images in social networks.
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The indirect ramifications are categorised in a micro- and a macro-
environment that refer to non-digital and non-cyber consequences. The micro-
environment refers to risks at the particular or organisational level, as well as
risks with organisations and people with a relatively direct relationship (e.g.,
customers and suppliers for a business, family and friends for a person). The
first type of risks are in physical assets (e.g., machinery, personnel) and activ-
ities (e.g., manufacturing and transporting items). An example risk could be
the sabotage by Stuxnet of the facility centrifuges (asset) and the enrichment of
uranium (activity). Intangible assets refer to any characteristic or thing without
physical presence. Example risks are the loss of secrets, reputation, compliance
or money caused by a cyber attack. The psychological aspect refers to how cyber
risks affect the human experience. Examples of these risks are the psychological
problems derived from cyber-bulling or the exposure or personal data to the pub-
lic. The macro-environment refers to the consequences at a social or ecosystem
level. For instance, the political impact on Iran of Stuxnet, or the environmen-
tal and economic impact in the case a cyber attack facilitates an accident with
contaminants or dangerous materials in an industrial facility.

3 CSIRA: Cybersecurity Incident Risk Analysis

Now we introduce the cybersecurity incident risk analysis model (CSIRA), which
aims at providing a paradigm practicable as a quick risk analysis method during
cybersecurity incidents. CSIRA combines GIRA, the oddness method for like-
lihood elicitation, the graphical model for brainstorming cybersecurity incident
ramifications and a simplified method for risk evaluation based on comparing
the outcomes of different incident responses.

First, CSIRA uses GIRA (Sect. 2.1) as the risk analysis model, so that a
high-level but comprehensive method is applied to the cybersecurity incident
assessment. As argued previously, risk matrices oversimplify many risks compo-
nents and other methods are more focused on the technical side (e.g. bow-ties).
It is feasible to combine the use of a more detailed technical model for the cyber
attack (e.g., attack tree) and the consequences (e.g., fault tree) with the use of
GIRA for the impact and objective analysis.

Second, CSIRA uses a simplified interpretation of likelihood (Sect. 2.2), so
that the elicitation is quick but at least implementable numerically. The qual-
itative scale of risk matrices cannot be applied to a chain of events nor be
interpreted easily as a probability range. We also assume that a quantitative or
semi-quantitative elicitation is not feasible in real-time. If so, then it would also
be feasible to directly use GIRA, with quantitative data or expert elicitation.

Third, CSIRA uses a simplified model for eliciting the ramifications of cyber-
security incidents (Sect. 2.3), so that all feasible types of incidents are thought
about. This intends to facilitate brainstorming, based the contextual knowledge
of the user undertaking the analysis. We think that this approach is more feasible
and useful in real time than presenting a general catalogue of impacts.

Fourth, GIRA would need the elicitation of the preferences and risk attitudes
of the stakeholders, following the standard process in influence diagram building.
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However, this would require time and support from experts. For CSIRA, we
establish a faster alternative method, desicribed in Sect. 4.4: Once the users
build the risk description part, they could obtain the total likelihoods of the risk
problem. From the decision-making perspective, the only comparison they have
to make is how the responses to the incident, and inaction, affect risk objectives.

CSIRA does not contain any knowledge base or any process to build one. For
that to be useful, it would be necessary with very tailored information adapted to
the specific systems, assets and stakeholders of the organisation. Indeed, rather
than the potential incorporation of cybersecurity knowledge, we would recom-
mend the use of a collection of cybersecurity standards. The most relevant one in
this case is the NIST Cybersecurity Framework [18], which provides (1) the most
comprehensive structuring of the aspects that should be taken into account in
cybersecurity management and (2) specific chapters that deal with these topics
in other relevant collections of standards (e.g., NIST, ISO, COBIT). Nor do we
provide any automatic reasoning mechanism besides the Bayesian calculation of
likelihoods. Although automation would reduce human task load, it would also
take decision-making from the users. Indeed, the intention is the opposite: pro-
viding a risk analysis model that explicitly relies, as much as possible, on human
interpretation and decision-making.

4 An Example Cybersecurity Risk Analysis

This section introduces the steps for using CSIRA, supported by an example.
Our intention is not to undertake a realistic risk analysis but to provide an
example to show CSIRA. First, we cover risk description, which consists in three
steps. The first step, in Sect. 4.1, is risk identification using the graphical model
presented in Sect. 2.3 for identifying cybersecurity incident ramifications. The
second step is risk elicitation (Sect. 4.2), using GIRA as the base risk model
(presented in Sect. 2.1) with the elicitation method presented in Sect. 2.2 to
generate the likelihoods of different events. The final step of the risk description
is risk calculation, using also the mentioned elicitation method. The outcome of
risk description are the relevant risk scenarios for decision-making: the potential
results of the different incident responses regarding their relevant risk objectives.
The risk analysis finalises with the risk evaluation of Sect. 4.4.

The example case is applied to the industrial control systems (ICS) of an
oil and gas drilling rig, as this facility is a paradigmatic case of the physical
and organisational ramifications that a cybersecurity incident could have. The
incident would be the presence of a wiper malware in the system in charge of
drilling the well. This kind of malware is capable of erasing data in the operating
system (OS) boot records or critical files. Interestingly [19] some of the most
notorious wiper cyber attacks, like Shamoon and BlackEnergy, targeted the oil
and gas industry. The human-machine interfaces (HMI) of industrial systems are
typically installed on top of popular OS like Windows. Therefore, a disruption in
the HMI caused by a wiper might affect, to some extent, the industrial operation
that the HMI helps to control. This involves that incident handlers should think
about the ramifications of the incident on industrial operations and assets.
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4.1 Risk Description: Identification

Figure 3 depicts the consequences and impacts of cybersecurity incidents, apply-
ing the method of Sect. 2.3 to our scenario of a wiper in a drilling rig. The
managed system is the drilling ICS. The initial incident is the presence of the
threat, i.e., the presence of the wiper malware in the ICS. The exposure to this
threat could lead to the main incident, which is the execution of the wiper in
the PC hosting the HMI software. The square represents the potential response
of the incident handler. Given that a wiper could be a sophisticated tool, a full
fresh re-installation of the HMI PCs would be a prudent response.

In case the wiper is successfully running in an HMI PC, the next consequence
could be the disruption of the OS of the HMI PC. In addition, the incident
response has also a consequence: a fresh installation of the HMI PCs would
need to put the ICS under maintenance for 24 h. The next step is to identify
the ramifications that the disruption could have beyond the ICS. The first one
is the disruption in the human-machine interface, i.e., the disruption of the
interaction between operator, ICS and industrial operation. This could lead to a

Fig. 3. Graphical representation of potential risks of a wiper in a drilling rig. Rounded
nodes represent uncertain events. Rectangles represent incident handler decisions.
Double-rounded circles represent known states.
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disruption of the drilling operations, which in turn might lead to incidents with
equipment, the oil well or personnel. In addition, an incident involving the well
integrity might lead to a spill involving hydrocarbons or other contaminants
into the rig floor or the sea. An additional consequence, very relevant in oil
platforms, is the loss of time, which can be caused by both the disruption in the
drilling operations and the maintenance of the ICS (in the case of re-installing
the HMI OS). However, one important element affects the disruption of the
drilling operations: whether the platform is drilling or performing other activity.

4.2 Risk Description: Elicitation

Figure 4 illustrates the influence diagram of our example, using the likelihood
elicitation of Sect. 2.2, and derived from the risks identified in Sect. 4.1.

The uppermost node is the threat exposure. It represents the uncertainty
about the presence of the wiper. In this case, the analysts considered that the
presence is possible (represented as P in the graph). Its complementary state
(no presence of wiper) is also possible. Additionally, the incident response node
represents the actions that the incident handler can take. In our case, the re-
installation of the HMI OS with a fresh and updated version or the option of
leaving the system as is.

The incident materialisation node represents the main incident: the execu-
tion of the wiper in the HMI PC. It has two uncertain states: whether the wiper
runs in the PC or not. However, these events are conditioned by two factors.
First, whether the wiper presence is a false alarm (threat exposure node). Sec-
ond, whether the incident handlers re-install the HMI PCs. This is reflected in
the likelihood assigned. If the wiper is present and the incident handlers leave
the system as is, then it is possible that the wiper would run in the HMI PC.
Otherwise, the wiper would not run (in the graph, 0 represents impossible and
1 represents certain).

There are two consequence in the managed system nodes. The first one rep-
resents the event of the wiper actually disrupting the OS of the HMI. In case
the wiper is running in the HMI PC, then the likelihood of the HMI disrup-
tion is rare (as established earlier, rare (oddness 1), represented in the graph as
R1) and the likelihood of its opposite is, thus, possible. In case the wiper is not
running, then the certain event is the correct status. The second consequence
node represents the event of putting the system under maintenance caused by
the re-installation of the HMI PCs.

There are several impact on asset nodes. They represent most of the incident
ramifications outside the managed system we identified in the previous section,
except the disruption of drilling operations. The reason is that such disruption
acts as an ‘intermediate‘ risk, i.e., its risks are reflected on other assets, like the
integrity of the different assets, the loss of time or the spill of contaminants. These
nodes are preceded by the asset status node informing whether the platform is
drilling. In addition, the impact nodes should summarise the likelihood of the
chain of events that do not happen in the MS but may lead to those impacts.
This means that given a consequence in the MS and the status of some asset,
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Fig. 4. Influence diagram representing the risk analysis for the wiper incident in a
drilling control system. When it comes to the likelihoods, a sure event is represented
with 1, an impossible event with 0, a possible event with P, a rare event with R, a rarer
than rare event with R2, and so on.

they should reflect the likelihood of the different impact levels attainable. For
instance, in case the impact 5 ‘spill of contaminants’ we have that, given that the
asset status is drilling and that the HMI PC has been disrupted, the likelihood
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of a local spill is rare (oddness 4), the likelihood of a site spill is rare (oddness
3) and the likelihood of the no spill event is possible.

It is necessary to analyse the chain of events to determine whether one event
is clearly rarer than other, as in Sect. 2.2. For instance, the event of a fatal
personnel injury is established as clearly rarer than a non-fatal injury and than
a local spill. Then, we establish that the event of a local spill is clearly rarer than
a site spill. Following this procedure, we assign the different oddness to different
events.

A final aspect to take into account is the expiration time of this risk analysis.
Most of the events described have no clear time boundary. However, one of the
nodes of our example stands out as the compass of timely risk response: the
asset status node. First, all of the relevant impacts happen when the platform is
drilling. Second, the incident handlers are able to know whether the platform is
drilling or not and when this status would change. For instance, drilling might be
scheduled for turns lasting several hours in the upcoming weeks. As an example,
the expiration time for the analysis could be 8 h.

4.3 Risk Description: Calculation

Following the procedure for likelihood calculation in Sect. 2.2, we can calculate
the final conditional probabilities of the different nodes of the influence diagram.
Figure 5 displays the calculation for the case in which the incident response ‘leave
the MS as is’ is selected and taking into account that the current asset status is
‘drilling’.

The logic of the influence diagram allows us to disregard infeasible and impos-
sible events. For instance, the stricken out text in grey cells highlights infeasible
events (e.g., in the consequence 2 node, it is infeasible any event that is con-
ditioned by the incident response event of ‘installation’) or impossible events
(once again, in the consequence 2 node, the event of ‘maintenance’ is impossible,
given that the incident response event is ‘leave the system as is’). This kind of
reasoning propagates through the diagram.

Additionally, the oddness method of likelihood propagation allows us to repli-
cate conditional probability. For instance, in the incident materialisation node,
the marginal likelihood of the event ‘wiper not running’, given the events ‘false
alarm’ in the threat exposure node and ‘leave it as is’ in the incident response,
is certain. However, its conditional probability is possible, since its materialisa-
tion is a chain of a possible event (‘false alarm’) and a certain event (‘wiper not
running, given the false alarm and the leaving of the system as is’). This proce-
dure propagates through the diagram. Additionally, when an event can happen
through multiple event chains, then the likelihood of the likeliest one is selected.
For example, in the impact on asset 5, the event ‘no spill event’ is rare if it comes
from the chain with the consequence 1 event ‘disruption’, and it is possible if it
comes from the chain with the consequence 1 event ‘correct status’. Since the
event is, overall, at least possible, this is the likelihood passed to the child event
‘none’ in the objective C node.
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Fig. 5. Influence diagram representing the total conditional likelihoods for the risk
analysis problem. Grey cells with the text stricken out represent infeasible or impossible
events. Likelihoods in bold highlight that the conditional likelihood differs from the
marginal one in Fig. 4.
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4.4 Risk Evaluation

From an evaluative point of view risks and, specifically, impacts over value are
incommensurable, i.e., they cannot, or ought not, be objectively evaluated in a
single severity scale [20]. Therefore, a single scale, like the severity level of risk
matrices, leads to a high level of incommensurability. On the other hand, it is
recommendable to limit the number of elements to compare to facilitate decision-
making. Multiple methods exist for evaluating risk, for instance, if the analyst
has time and access to subject-matter experts, it is recommendable to use a
method for preference and risk attitude elicitation, e.g. multi-attribute utility
theory [21]. The rationality axioms make sense for generating a transparent and

Fig. 6. Tables representing the likelihood of different risk objectives when the incident
handlers leave the wiper in the MS (upper table) and when they decide to do a fresh
installation of the affected computers (lower table). Events with an oddness of 3 or
higher contain their specific likelihood with squared brackets.
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logical evaluation of the risk scenarios. Utility functions are flexible enough to
represent multiple types of preference and risk attitudes and they offer strong
analytical and mathematical properties. In addition, it is possible to avoid re-
eliciting preferences as long as there are no changes in preferences.

The outcome of the risk description part is a set of scenarios representing
how risk objectives could be affected by an incident, given the incident response.
As depicted in Fig. 4, we created three objective nodes: monetary, safety and
environment. The monetary node synthesises the cost that an incident in the
assets might cause. On the other hand, the safety and environment nodes are
practically direct translations of their precedent impact on asset nodes, as they
have only one parent node.

As a decision problem, risk analysis is undertaken with the purpose of clar-
ifying what are the best options to counter a risky situation. In our case, this
involves that the main components to be evaluated are the potential responses
of the incident handlers regarding risk objectives.

Tables in Fig. 6 display the relevant information that CSIRA presents to the
stakeholders so that they are able to compare what different events regarding
risk objectives, and their likelihood, might happen if they implement a response.
In this case, the alternatives are either assuming a cost e240,000, caused by
the lost time of maintaining the MS or face the rare event of losing e80,000, or
the rarer than rare events of losing e240,000 or e720,000. If they disregard the
even more rare events (oddness 3 or greater), then it seems a simple comparison
between a certain lost of e240,000 and a loss three times greater but many more
times less likely. However, should the stakeholders take into account the most
rare events, then the comparison would become less clear.

5 Discussion

We have presented CSIRA, a model for building a high-level cybersecurity inci-
dent risk analysis. CSIRA is based on an influence diagram that provides a
more comprehensive risk analysis than risk matrices. Realising the fact that
risk quantification is practically infeasible in real time, we have implemented an
alternative qualitative method that is at least implementable in an influence dia-
gram to follow the basic logic of probability. We have put a special emphasis on
what stakeholders value (impact nodes), how to synthesize these impacts over
value (objective nodes) and how do stakeholders evaluate potential responses
with respect to these risk objectives (risk evaluation). These axiological aspects
require, rather than plain business impact scales, decision analysis modelling, so
that value aspects are better formalised [22].

We present our method as an alternative to risk matrices rather than to more
technical methods like attack or failure trees. Namely for two reasons, matrices
use a single severity scale to merge their different categories of impact, in contrast
to our approach or a more granular identification of impacts and their synthesis
in a reduced number of risk objectives. Additionally, our likelihood elicitation
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method is as simple as the risk matrices (and it shares its limitations) but is
designed to follow probability axioms, so that it could be applied to chains of
events.

Upcoming work will focus on the implementation of CSIRA. Provide a more
detailed specification of GIRA and the likelihood elicitation method. The main
aspect is its software implementation. The R environment offers an ideal plat-
form for elaborating a framework for the generation of CSIRA risk analysis case
studies. Alternative, a Python implementation would facilitate the creation of
an small application to undertake a CSIRA analysis. Besides the implementation
of the influence diagram, that requires statistical and graph visualisation pack-
ages, it is also important to define a semantic model of CSIRA that captures
the input from the users. Additionally, the elicitation method presented here
would require a set of functions that transforms the user input (e.g., possible,
oddness-1 rare event) into the marginal probabilities of the Bayesian nodes, and
a set of functions that transforms the calculated probabilities into the ‘oddness’
language again. Future work after the implementation shall focus on test-based
improvements of CSIRA and the construction of guidelines for its use.
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