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Preface

Modern automatic systems are able to collect huge volumes of data, often with a
complex structure (e.g., multi-table data, network data, Web data, time series and
sequences, trees and hierarchies). Massive and complex data pose new challenges for
current research in data mining. Specifically, they require new models and methods for
their storage, management, and analysis, in order to deal with the following complexity
factors:

– Data with a complex structure (e.g., multi-relational, time series and sequences,
networks, and trees) as input or output of the data mining process

– Data collections with many examples and/or many dimensions, where data may be
processed in (near) real time

– Partially labeled data
– Data which arrive continuously as a stream, at high rate, subject to concept drift

The 6th International Workshop on New Frontiers in Mining Complex Patterns
(NFMCP 2017) was held in Skopje (Macedonia) in conjunction with the European
Conference on Machine Learning and Principles and Practice of Knowledge Discovery
in Databases (ECML-PKDD 2017) on September 22, 2017. The purpose of this
workshop was to bring together researchers and practitioners of data mining who are
interested in the latest developments in the analysis of complex and massive data
sources, such as blogs, event or log data, medical data, spatiotemporal data, social
networks, mobility data, sensor data, and streams. The workshop was aimed at dis-
cussing and introducing new algorithmic foundations and representation formalisms in
complex pattern discovery. Finally, it encouraged the integration of recent results from
existing fields, such as statistics, machine learning, and big data analytics. This book
features a collection of revised and significantly extended versions of papers accepted for
presentation at the workshop. These papers went through a rigorous review process to
ensure compliance with Springer’s high-quality publication standards. The individual
contributions of this book illustrate advanced data mining techniques which take
advantage of the informative richness of both complex data and massive data for efficient
and effective identification of complex information units present in such data.

The book is composed of 13 chapters.
Chapter 1 introduces an efficient algorithm to analyze pharmacogenomic data and

discover association rules between gene variants of a patient and drug-dependent
adverse events.

Chapter 2 describes a classification-based approach for speech remediation. This is
used to identify which portions of a speech can be deleted, in order to enhance the
speech understandability in terms of both speech content and speech flow.

Chapter 3 presents a heterogeneous clustering algorithm that is able to predict
possibly unknown lncRNA–disease relationships by analyzing complex heterogeneous
biological networks.



Chapter 4 illustrates a probabilistic generative model, in order to address the
problem of positive-unlabeled learning by considering a set of positive samples and a
(usually larger) set of unlabeled ones.

Chapter 5 proposes a constraint programming approach that is combined with large
neighborhood search, in order to efficiently identify homogeneous subsets of genes,
which are similarly expressed across subsets of patients.

Chapter 6 investigates the use of the scaled correlation function, in order to derive
the structure of a functional brain network from the activity series associated with the
network nodes.

Chapter 7 considers the problem of manufacturing defect identification. It compares
two approaches that address the multiple instance problem when the traditional
instance localization assumption is not met.

Chapter 8 focuses on the problem of designing ensemble strategies for defending the
company’s brands from an unauthorized use.

Chapter 9 investigates the task of electricity load forecasting through unsupervised
ensemble learning of clustered time series data.

Chapter 10 tackles the problem of phenotype traits prediction using supervised and
semi-supervised classification trees as well as supervised and semi-supervised random
forests of classification trees.

Chapter 11 introduces an approach that constructs a label hierarchy as a decom-
position of the output space of a classification problem, in order to improve the pre-
dictive performance.

Chapter 12 illustrates a non-parametric Bayesian approach, in order to fit a mixture
model of Markov chains to user session data and devise behavioral patterns.

Chapter 13 studies the problem of community-based semantic subgroup discovery
and leverages the structural properties of a complex network, in order to enhance the
ontology-based subgroup identification.

We would like to thank all the authors who submitted papers for publication in this
book and all the workshop participants and speakers. We are also grateful to the
members of the Program Committee and external referee for their excellent work in
reviewing submitted and revised contributions with expertise and patience. We would
like to thank Hiroshi Motoda for his invited talk on “Which Is More Influential, ‘Who’
or ‘When’ for a User to Rate in Online Review Site?” A special thank you is due to
both the ECML PKDD Workshop Chairs and to the ECML PKDD organizers who
made the event possible. Last but not the least, we thank Alfred Hofmann of Springer
for his continuous support.

February 2018 Annalisa Appice
Corrado Loglisci
Giuseppe Manco

Elio Masciari
Zbigniew Ras
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Which is More Influential, “Who” or “When”
for a User to Rate in Online Review Site?

(Invited Talk)

Hiroshi Motoda

Osaka University and AFOSR/AOARD, Japan

Abstract. At its heart the act of reviewing is very subjective, but in reality many
factors influence user’s decision. This can be called social influence bias. We
pick two factors, “Who” and “When” and discuss which factor is more
influential when a user posts his/her own rate after reading the past review
scores in an online review system. We show that a simple model can learn the
factor metric quite efficiently from a vast amount of data that is available in
many online review systems and clarify that there is no universal solution and
the influential factor depends on each dataset. We use a weighted multinomial
generative model that takes account of each user’s influence over other users.
We consider two kinds of users: real and virtual, in accordance with the two
factors, and assign an influence metric to each. In the former each user has its
own metric, but in the latter the metric is assigned to the order of review posting
actions (rating). Both metrics are learnable quite efficiently with a few tens of
iterations by log-likelihood maximization. Goodness of metric is evaluated by
the generalization capability. The proposed method was evaluated and con-
firmed effective by five review datasets. Different datasets give different results.
Some dataset clearly indicates that user influence is more dominant than the
order influence while the results are the other way around for some other dataset,
and yet other dataset indicates that both factors are not relevant. The third one
indicates that the decision is very subjective, i.e., independent of others’ review.
We tried to characterize the datasets, but were only partially successful. For
datasets where user influence is dominant, we often observe that high metric
users have strong positive correlations with three more basic metrics: 1) the
number of reviews a user made, 2) the number of the user’s followers who rate
the same item, 3) the fraction of the user’s followers who gave the similar rate,
but this is not always true. We also observe that the majority of users is normal
(average) and there are two small groups of users, each with high metric value
and low metric value. Early adopters are not necessarily influential.
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