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Abstract. Current linear energy system models (ESM) acquiring to
provide sufficient detail and reliability frequently bring along problems of
both high intricacy and increasing scale. Unfortunately, the size and com-
plexity of these problems often prove to be intractable even for commer-
cial state-of-the-art linear programming solvers. This article describes
an interdisciplinary approach to exploit the intrinsic structure of these
large-scale linear problems to be able to solve them on massively parallel
high-performance computers. A key aspect are extensions to the par-
allel interior-point solver PIPS-IPM originally developed for stochastic
optimization problems. Furthermore, a newly developed GAMS inter-
face to the solver as well as some GAMS language extensions to model
block-structured problems will be described.
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1 Introduction

Energy system models (ESMs) have versatile fields of application. For example
they can be utilized to gain insights into the design of future energy supply
systems. Increasing decentralization and the need for more flexibility caused by
the temporal fluctuations of solar and wind power lead to increasing spatial and
temporal granularity of ESMs. In consequence, state-of-the-art solvers meet their
limits for certain model instances.

A distinctive characteristic of many linear programs (LPs) arising from ESMs
is their block-diagonal structure with both linking variables and linking con-
straints. This article sketches extensions of the parallel interior-point solver
PIPS-IPM [6] to handle LPs with this characteristic. The extended solver is
designed to make use of the massive parallel power of high performance com-
puting (HPC) platforms.
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Furthermore, this article introduces an interface between PIPS-IPM (includ-
ing its new extension) and energy system models implemented in GAMS. In
particular, it will be described how users can communicate the model’s problem
structure to PIPS-IPM. Since finding a proper block structure annotation for
a complex ESM is not trivial, we will exemplify the annotation process for the
ESM REMix [4]. With many ESMs implemented in GAMS, the new interface be-
tween GAMS and PIPS-IPM makes the solver available to the energy modeling
community.

2 A Specialized Parallel Interior Point Solver

When it comes to solving linear programs (LPs), the two predominant algorith-
mic approaches to choose from are Simplex and interior-point, see e.g. [7]. Since
interior-point methods are often more successful for large problems, in particu-
lar for ESM [1], this method was chosen for the LPs at hand. Mathematically,
a salient characteristic of these LPs is their block-diagonal structure with both
linking constraints and linking variables, as depicted below

min cTx

s.t. T0x0 = h0 (eq0)

T1x0 + W1x1 = h1 (eq1)

T2x0 + W2x2 = h2 (eq2)

...
. . .

...

TNx0 + WNxN = hN (eqN )

F0x0 + F1x1 + F2x2 · · · FNxN = hN+1, (eqN+1)

with x = (x0, x1, ..., xN ). The linking variables are represented by the vector x0,
whereas the linking constraints are described by the matrices F0, ..., FN and the
vector hN+1. The approach to solve this LP is based on the parallel interior-point
solver PIPS-IPM [6] that was originally developed for solving stochastic linear
programs. Such problems also exhibit a block-diagonal structures, although only
with linking variables and without linking constraints. In this way, PIPS-IPM
in its original form cannot handle problems with linking constraints. In the last
months, the authors of this paper have extended PIPS-IPM in order to handle
LPs with both linking constraints and linking variables.

PIPS-IPM and also its new extension make use of the Message Passing In-
terface (MPI) for communication between their (parallel) MPI-processes. An
important feature of PIPS-IPM is the distribution of the LP among the MPI-
processes with no process needing to store the entire problem. This allows to
tackle problems that are too large to even be stored in the main memory of a
single desktop machine. The main principle is that for each index i ∈ {0, 1, ..., N}
all xi, hi, Ti, and Wi (for i > 0) need to be available in the same MPI-process—
hN+1 needs to be assigned to the MPI-process handling i = 0. Moreover, each
MPI-process needs access to the current value of x0. The distribution is in the
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following exemplified for the case of the information to both i = 0 and i = 1
being assigned to the same MPI-process (in gray). The vectors and matrices that
need to be processed together are marked in gray, black, and bold, respectively.

min cT0 x0 + cT1 x1 + cT2 x2 + · · · cTNxN

s.t. T0x0 = h0

T1x0 + W1x1 = h1

T2x0 + W2x2 = h2

...
. . .

...

TNx0 + WNxN = hN

F0x0 + F1x1 + F2x2 · · · FNxN = hN+1

The maximum of MPI processes that can be used is N ; in the opposite border
case the whole LP is assigned to a single MPI-process

The extension of PIPS-IPM has already been successfully tested on medium-
scale ESM problems with up to a million constraints and variables and up to 90
blocks. Since the number of MPI-processes is bounded by the number of blocks,
the maximum number of MPI-processes we have used so far is also 90.

3 Communicating Block Structured GAMS Models to
PIPS-IPM

A recently implemented GAMS/PIPS-IPM interface that considers the special
HPC platform characteristics makes the solver available to a broader audience.
This section is twofold. It outlines how users can annotate their GAMS models to
provide a processable representation of the model block structure and provides
insights in some technical aspects of the GAMS/PIPS-IPM-Link.

3.1 Annotating GAMS Models to Communicate Block Structures

Automatic detection of block structures in models is challenging [3], hence, a
processable block structure information based on the user’s deep understanding
of the model is often preferable. It is important to note that there is no unique
block structure in a model but there are many of them, depending on how rows
and columns of the corresponding matrix are permuted. For ESMs blocks may
for example be formed by regions or time steps as elaborated in section 4.

GAMS provides facilities that allow complex processable model annotations [2].
The modeler can assign stages to variables via an attribute <variable name>.stage.
That functionality originates from multistage stochastic programming and can
also be used to annotate the block structure of a model to be solved with PIPS-
IPM. Once the block membership for all variables is annotated, the block mem-
bership of the constraints can in principle be derived from that annotation. How-
ever, manual annotation of constraints in a similar fashion is also possible and
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allows to run consistency checks on the annotation to detect potential mistakes.
The annotation assignment can be demonstrated with a simple example based
on the block structure introduced in section 2. The following pseudo-annotation
would assign stages to all variables xi to indicate their block membership.

xi.stage = i ∀i ∈ {0, 1, ..., N}

Linking variables are those assigned to stage 0. Similarly, constraints could also
be annotated where stage 0 constraints are those containing only linking vari-
ables. Constraints assigned to stages 1,..,N are those incorporating only vari-
ables from the corresponding block plus linking variables and finally constraints
assigned to stage N+1 are the linking ones. Note that the exemplary pseudo-
annotation may seem obvious and simple but finding a good block structure
annotation for a complex model is not trivial. The challenge is not mainly to
find an annotation that is correct in the mathematical sense but to find one
where the power of PIPS-IPM is exploited best. A desirable annotation would
reveal a block structure with many independent blocks of similar size while the
set of linking variables and linking constraints is small.

3.2 The GAMS/PIPS-IPM-Link

Currently, the GAMS/PIPS-IPM-Link implements the connection between mod-
eling language and the solver in a two-phase process. Phase 1, the model gen-
eration, is followed by phase 2 where PIPS-IPM pulls the previously generated
model via its callback interface and solves the problem.

So far, model generation used to be a sequential process where GAMS gener-
ates one constraint after another. For the majority of applications this is fine as
model generation is usually fast and the time consumption is negligible compared
to the time consumed to solve the actual problem. However, some ESMs may
result in sizeable LPs where model generation time becomes relevant. Hence, it is
worthwhile to mention that the previously introduced annotation can also serve
as a basis to generate the model in a distributed fashion. Instead of generating
one large monolithic model, many small model blocks can be generated in paral-
lel to exploit the power of HPC architectures already during model generation.

4 Structuring Energy System Models for PIPS-IPM

In order to distribute all blocks of the full-scale ESM to the computing nodes
of a HPC architecture a problem-specific model annotation has to be provided.
Based on the modeler’s knowledge about the problem at hand the number of
blocks and block structure has to be decided upon corresponding directly to the
assignment of variables to blocks.

The concurrency of supply and demand of electrical energy necessitates a bal-
ancing for every region and time step. While in theory these balancing constraints
can be solved independently, transport of energy between regions and storage
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of energy require a integrated optimization of all regions and time steps. The
number of variables and constraints linked by the annotation depends strongly
on these spatial and temporal interconnections. Transport of energy between two
regions is typically represented by dispatch variables leading to linking variables
if their respective regions have been assigned to different blocks. State of charge
variables for energy storages consider the state of charge in the previous time
step and therefore lead to a large number of linking constraints if each time step
is represented by a single block. Typically, ESM also comprise boundary condi-
tions that link both regions and time steps, e.g. by the consideration of global
and annual emission limits. The high number of linking variables and constraints
lead to a trade-off between speed-up and parallelism that needs to be studied
systematically in future numerical experiments.

Figure 1 shows the non-zero entries matrix of the ESM REMix [4] on the
left side and the revealed underlying block structure after permutation of the
matrix on the right side. Linking variables and constraints are marked in dark
gray while PIPS-IPM blocks are marked in light gray. The ESM represents the
electricity sector for Germany with 21 spatial regions, 17 technologies per region
and 168 time steps respectively 7 blocks of 24 time steps in the annotated case.

Fig. 1. Non-zero entries of the ESM and permuted matrix with block structure

5 Summary and Outlook

Large-scale LPs emerging from ESMs that are computationally intractable for to-
day’s state-of-the-art LP solvers motivate the need for new solution approaches.
To serve those needs, extensions to the parallel interior point solver PIPS-IPM
that exploits the parallel power of high performance computers have been imple-
mented. In the future, the solver will be made available to the ESM community
by a GAMS/PIPS-IPM interface.
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The integration of HPC specialists in the development process ensures con-
sideration of peculiarities of several targeted HPC platforms at an early stage
of development. PIPS-IPM is developed and tested on several target platforms
like the petaflops systems Hazel Hen at HLRS and JURECA at JSC as well as
on many-core platforms like JUQUEEN and modern Intel Xeon Phi Processors.
Workflow automation tools explicitly designed for HPC applications like JUBE
[5] support the development and execution by simplifying the usage of workflow
managers like PBS and Slurm.

Initial computational experiments already show the capability of the ex-
tended PIPS-IPM version to solve the ESM problems at hand, although so far
only on a small scale. However, the good scaling behavior and the results of the
original PIPS-IPM in solving large-scale problems [6] suggest that the approach
described in this article might ultimately lead to a solver that can tackle cur-
rently unsolvable large-scale ESMs. Extensions to the GAMS/PIPS-IPM-Link
will finally integrate the current multi-phase workflow (see section 3.2) into one
seamless process to give energy system modelers a similar workflow compared
to the use of conventional LP solvers.
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