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Abstract. Hybrid recommender systems are capable of providing better rec-
ommendations than non-hybrid ones. Our approach to hybrid recommenders is 
the use of prediction strategies that determine which prediction technique(s) 
should be used at the moment an actual prediction is required. In this paper, we 
determine whether case-based reasoning can provide more accurate prediction 
strategies than rule-based predictions strategies created manually by experts. 
Experiments show that case-based reasoning can indeed be used to create pre-
diction strategies; it can even increase the accuracy of the recommender in sys-
tems where the accuracy of the used prediction techniques is highly spread. 

1   Introduction 

Recommender systems are intelligent systems that are capable of helping people to 
quickly and easily find their way through large amounts of information by determin-
ing what is interesting and what is not interesting to a user. Recommenders employ 
prediction techniques to determine what is and what is not interesting by learning 
from the user and sometimes other users. Examples of such techniques are informa-
tion filtering [3], social filtering [6] [12], genre-based recommendations [15], case-
based reasoning (CBR) [13], and item-item filtering [7]. Current recommender re-
search focuses on using a mixture of prediction techniques. Such hybrid recommend-
ers are capable of providing better recommendations than individual techniques [1] 
[4] [5] [16] [17]. Our hybrid recommender approach uses prediction strategies that de-
termine which prediction technique(s) should be used at the moment an actual predic-
tion is required. Initially we used manually created rule-based strategies. Creating 
these manual strategies requires expert knowledge; because this is a major drawback, 
we now focus on strategies that teach themselves when to use which techniques. 

This paper determines whether CBR can provide more accurate prediction strate-
gies than manually created rule-based predictions strategies. We first describe hybrid 
recommenders in general and our hybrid recommender approach in particular. We 
then explain how we use CBR as a prediction strategy. This is followed by a descrip-
tion of the experiments in which CBR as a prediction strategy is compared with 
manually created rule-based strategies. We then present and discuss the results of the 
experiments and conclude this paper on using CBR as a prediction strategy. 
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2   Hybrid Recommenders and Prediction Strategies 

Burke [5] describes seven different types of hybridization methods for recommender 
systems: weighted, mixing, switching, feature combination, cascade, feature augmen-
tation, and meta-level. He also provides an example of a cascade hybrid recommender 
system called EntreeC that recommends restaurants to users using both CBR and so-
cial filtering as prediction techniques. 

Buczak, Zimmerman and Kurapati describe a weighted hybrid TV recommender 
that combines three prediction techniques [4]: two techniques that analyze implicitly 
gathered viewing data using Bayesian learning and Decision Tree learning, and one 
technique that contains explicitly provided interests about the user for different as-
pects of TV programs, such as times, channel and genres. Predictions of these three 
techniques are fused with an artificial neural network. 

Another example of a weighted hybrid TV recommender is described by Ardis-
sono, Gena, Torasso, Bellifemine, Chiarotto, Difino and Negro [1]. In this system, 
three prediction techniques are combined: a stereotype-based technique, a technique 
based on explicitly provided interests from the user, and a technique that employs a 
Bayesian belief network that learns from implicitly gathered user behavior data. The 
weights used to combine the predictions are based on confidence scores provided by 
the individual techniques. 

Our approach employs switching hybridization by deciding which prediction tech-
nique is most suitable to provide a prediction. The decision is based on the most up-
to-date knowledge about the current user, other users, the information for which a 
prediction is requested, other information items and the system itself [16] [17]. Such a 
hybrid is called a prediction strategy. Where prediction techniques actually generate 
predictions, strategies only choose one or more predictors that generate predictions on 
their behalf. Predictors are either prediction techniques or other prediction strategies. 

The way prediction strategies retrieve information for their decision is similar to 
the ensemble method approach used in visual analysis [14] and text classification [2]. 
Each prediction technique exposes a set of reliability or validity indicators providing 
information that can be used to decide whether to use the technique or not. Two ex-
amples of validity indicators are �the number of similar users that rated the informa-
tion� for social filtering and �the number of similar rated items by the user� for CBR. 

Prediction strategies can use one of several decision techniques to make a decision 
based on the validity indicators; examples of such decision techniques are decision 
rules, neural networks, Bayesian networks and CBR. In [16] [17] we have shown that 
prediction strategies indeed provide more accurate predictions when using manually 
created decision rules. These rules were created using expert knowledge on the differ-
ent prediction techniques and the two domains for which the prediction strategies 
were created: a TV recommender and a movie recommender. 

As the need for expert knowledge is a drawback of manually created rule-based 
strategies, we have been investigating the possibility to create prediction strategies 
that teach themselves when to use which prediction techniques. Several machine 
learning algorithms can be used as a decision technique, including neural and Bayes-
ian networks. However, due to the nature of prediction strategies, specifically the us-
age of validity indicators, CBR is the most promising and hence investigated in this 
paper. The other algorithms are topics for future research. 
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3   Case-Based Reasoning Based Strategy 

CBR is a method to solve new problems by adapting solutions that were used to solve 
past problems [10]. With CBR, one searches for past cases that are analogous to the 
current case; the solutions of the most analogous past cases are then used to create a 
solution for the current case. Because all prediction strategies try to determine which 
prediction technique can best provide a prediction for a specific prediction request, a 
prediction strategy using CBR must consequently do so. A prediction strategy can 
only learn how well the different prediction techniques performed when feedback has 
been received from the user. This feedback represents the actual interest of the user, 
which the strategy can compare with the predictions of the individual techniques in 
order to determine which technique retrospectively predicted best. For this reason, 
when using CBR as a prediction strategy, a case represents a specific prediction re-
quest for which feedback of the user has been received. As validity indicators provide 
information that can be used to decide whether to employ a technique or not, these in-
dicators can also be used by CBR to describe the case of a prediction request. E.g. the 
three validity indicators of the CBR prediction technique are: number of similar items 
rated by the user where sim > 0.5, where sim > 0.7 and where sim > 0.9. 

For prediction strategies, it is best to use a case-base per prediction technique in-
stead of a global case-base with all validity indicators of all techniques. In a global 
case-base problems arise when techniques are added to, changed within or removed 
from a strategy; all old cases become invalid as they are based on a set of techniques 
that no longer exists. With a case-base per technique, only for the new or changed 
technique must the case-base be rebuilt. Furthermore, with a global case-base, a larger 
case-base is necessary before accurate decisions can be made: the probability that a 
similar set of validity indicators occurs for one technique is higher than the probabil-
ity that a similar set of indicators occurs for many techniques at the same time.  

The outcome of a prediction technique is a score indicating the predicted interest of 
the user; the outcome of the decision within a strategy is not the prediction but an in-
dication which prediction technique can best be used to provide the prediction. In or-
der to keep the set of techniques flexible, a case solution is needed that not only re-
flects the performance of a technique, but that is also independent of the other 
techniques. When using an indication such as a rank that relates different techniques 
to each other, any change to the set of techniques would render every case-base inva-
lid. We use the prediction error of techniques as the score. The prediction error is the 
absolute difference between the prediction and the feedback of the user; the lower the 
error the more suitable that technique was, in retrospect, to generate the prediction.  

For every prediction request, the goal of the CBR-based strategy is twofold. First, 
determine the expected error of each prediction technique using those stored cases 
that have similar validity indicators as the current situation. Second, choose the tech-
nique with the lowest expected error as the one that should provide the prediction. 

3.1   Determining Analogous Cases 

The key element of CBR is determining which old cases are analogies of the current 
prediction request [18]. Traditional CBR systems calculate the distance between two 
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cases; old cases with the least distance from the current case are retrieved to deter-
mine the outcome for the current case. The closer a case is to the current situation, the 
more important that case should be in determining the outcome for the current re-
quest; the importance should be used as a weight.  

The four most frequently used distance measures in CBR are [8]: unweighted 
Euclidean distance (ued), weighted Euclidean distance (wed), maximum measure 
(mms) and mean squared difference (msd). We also explored an information retrieval 
measure that calculates similarity instead of distance, namely cosine similarity (cs) 
[11]. With cosine similarity, the similarity between two cases is determined by the co-
sine of the angle between two vectors containing the values of the case attributes.  

Using distances as weights is difficult due to the non-fixed upper level of distance; 
the maximum possible distance is unknown or may differ per distance measure. How-
ever, similarity measures are in the range of [0, 1] [18], one means that two cases are 
exactly the same and zero means that two cases are completely different. As tradi-
tional CBR systems use distances, it is necessary to convert distances into similarities. 
We explored three types of conversion functions for the conversion of distance to 
similarity: linear functions, sigmoidal functions and the inverted function. The linear 
function linear(d, m) converts the distance d to similarity s linear over the distance 
from 0 to m. Distances equal to or larger than m all have a similarity of 0. Sigmoidal 
functions are often used in machine learning for smooth transitions [9]. The sigmoidal 
function sigmoidal(d, k, m) has a tuning parameter k, which is used to determine the 
flatness of the smoothing function. The sigmoidal function, including transformations 
to place it in the distance domain of [0, m] and in the similarity range of [0, 1] is: 
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Using 0.5m assures that similarity is halfway between zero distance and the maximum 
affordable distance m; in our experiments we choose this midpoint in order to deter-
mine the smoothening effects of a sigmoidal function compared to linear functions 
that also have a midpoint at 0.5m. However, the inverted function inverted(d) does not 
have its similarity midpoint at 0.5m. The function used is the inverted function, trans-
posed to have a value of 1 at a distance of 0: 
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3.2   Limiting Case-Base Size 

One of the drawbacks of using CBR as a prediction strategy is the scalability issue of 
CBR: the larger the case-base, the more time it takes to make a decision; for every 
prediction request, similarity has to be calculated between the current request and all 
cases in the case-bases. For this reason, we also experimented with limiting the size of 
the case-bases using the first-in/first-out method, which allows the system to keep 
learning from recent situations. Recent situations have a higher probability of resem-
bling future prediction requests than much older cases. 
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However, removing old cases from the case-bases has a risk: some of the removed 
cases may represent situations that, although they do not occur often, they do occur 
every now and then; e.g. a new user registering system. If the case-base is too small, 
the cases representing such an event may have been removed by the time such an 
event reoccurs. Because the frequency in which special situations occur differs per 
system, the optimal size of the case-bases also differs per system; the more frequently 
special situations occur, the smaller the necessary case-base size. For this reason, it is 
necessary to experiment with case-base sizes in order to determine the optimal size: 
optimal with regard to both accuracy and speed. 

4   Experiments 

In order to determine how well CBR-based strategies perform compared to manually 
rule-based prediction strategies, we performed experiments on two datasets: 
− The TiV dataset [17]. This dataset contains 31,368 ratings of 24 people for 40,539 

broadcasts from four weeks of TV programs from Dutch television. 
− The 1 million ratings MovieLens dataset.  This is the publicly available dataset 

from the movie recommendation system developed at the University of Minnesota 
(http://www.grouplens.org). The dataset contains 1,000,000 ratings by 6,040 users 
for 3,592 movies. We only used the first 160,000 ratings in this experiment. 

Both the rule-based and the CBR-based prediction strategies use the same set of pre-
diction techniques. For details on the used techniques and the rule-based strategies, 
we refer to [17] for the TiV dataset and to [16] for the MovieLens set. 

4.1   Accuracy Measure 

As a measure for the accuracy of the different prediction strategies, we use the accu-
racy of the resulting predictions; better prediction strategies result in better predic-
tions. As an accuracy measure we use a combination of the often-used mean absolute 
error (mae) and coverage. Herlocker [6] compared mae, coverage and other possible 
accuracy measures for recommender systems, including measures like precision, re-
call and ROC curves, and concludes that mae is a good choice for systems that gener-
ate predictions per item, like our hybrid recommender systems. 

We combine mae and coverage because in many systems, such as TV systems, it is 
not only important that a good prediction can be made, measured by mae, it is also 
important that a prediction can actually be made, measured by coverage. Most TV 
programs are only available at the moment of broadcast. For this reason, we combine 
both measures into the global mean absolute error (gmae); it is the same as mae, but 
when a prediction technique or strategy cannot make a prediction the default value 
zero is assumed as the prediction. The lower the gmae the better the accuracy1. 

                                                           
1  Accuracy presented in this paper is based on a rating scale from -1 to +1, where -1 indicates a 

very strong negative interest and +1 a very strong positive interest; 0 indicates a neutral or 
indifferent interest. 
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To evaluate the accuracy of the prediction strategies throughout the usage period of 
the systems, we divided the set of ratings in each dataset into different sets. Set A 
consisted of the first set of ratings (in time), set B of the next set of ratings, etc. When 
testing each set, the ratings of all previous sets were used for training. At the end also 
the overall accuracy over the whole dataset was calculated. The TiV dataset was di-
vided into four sets, one set per week (with 8867, 8843, 6890, and 6768 ratings re-
spectively). Since there is no logical unit to divide MovieLens, like the weeks in TiV, 
the MovieLens dataset was divided into 16 sets of 10,000 ratings each. X-validation 
was chosen over randomly drawn train and test sets as x-validation represents the or-
der in which users actually accessed and rated the information. 

4.2   Performed Experiments 

First, the TiV dataset was used to experiment with different combinations of distance 
measures, distance to similarity conversion functions and case selection functions. We 
used all four distance measures, ued, wed, mms and msd, in combination with the 
three different distance to similarity functions, linear, sigmoidal and inverted, using 
different parameter values. We also experimented with the cosine similarity function. 
As case selection functions we used: all cases, only the most similar two, only the 
most similar three, the eldest most similar case, the newest most similar case, cases 
with similarity > 0.30, cases with similarity > 0.50, and cases with similarity > 0.70. 

While exploring different similarity functions, we quickly discovered that steeply 
descending similarity functions provide the best results, e.g. inverted, linear(d, m) and 
sigmoidal(d, k, m) where m < 4. With such small distance ranges, especially when 
combined with a threshold value, both inverted and sigmoidal functions can easily be 
approximated by computationally simpler linear functions. Of all distance measures, 
ued is always one of the best, no matter what distance to similarity functions we use. 
Of the different distance to similarity conversion functions, a linear function with a 
low value for m performs best. In order to determine what value to use for m, we ran 
several other simulations resulting in m = 2 and sim > 0.50 providing the best results. 

This best combination was then used in the CBR-based prediction strategy that was 
compared with the manually created rule-based prediction strategy. Furthermore, we 
examined the impact of using limited case-base sizes on the accuracy of the CBR-
based strategy. Finally, the results were cross-validated with the MovieLens dataset. 

5   Results 

To determine whether CBR-based prediction strategies can provide more accurate 
predictions than manually created rule-based strategies we compared the results of 
both strategies. The rule-based strategy used was the best performing strategy deter-
mined in previous experiments [17]. The CBR-based strategy used the best perform-
ing combination of distance measure, distance to similarity function and case selec-
tion method: ued, linear(d, 2) and sim > 0.50. The results are listed in Table 1. 

The results show that the CBR-based prediction strategy outperforms the manually 
created rule-based strategy, except in the first week. This is caused by the fact that 
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CBR needs time to build up case-bases; without enough cases, the strategy has too lit-
tle data to make good decisions. But even in the first week, the CBR-based strategy 
still outperforms the best individual prediction technique. The increased accuracy is 
statistically significant (using a paired samples T-test and 95% confidence). 

Table 1. Results of CBR-based versus rule-based strategy (bold indicates the best predictor) 

 Week 1 Week 2 Week 3 Week 4 
Rules-Based Strategy 0.2935 0.1774 0.1934 0.1602 
CBR-Based Strategy 0.3031 0.1710 0.1861 0.1535 
Best Technique 0.3530 0.1899 0.2171 0.1693 

5.1   Impact of Limiting Case-Base Size 

In order to determine the impact of limiting the size of the case-bases, which im-
proves the speed and scalability of a CBR-based strategy, we experimented with sev-
eral sizes. The results are shown in Table 2. 

Table 2. Results of limiting the case-base size (bold indicates better predictions than no limit) 

Case-base size Week 1 Week 2 Week 3 Week 4
No limit 0.3031 0.1710 0.1861 0.1535

1000 0.3056 0.1784 0.1965 0.1593
2500 0.3047 0.1772 0.1917 0.1614
5000 0.3029 0.1743 0.1881 0.1568
7500 0.3043 0.1728 0.1842 0.1535
10000 0.3043 0.1720 0.1831 0.1523
12500 0.3043 0.1708 0.1830 0.1506
15000 0.3043 0.1713 0.1841 0.1502
17500 0.3043 0.1712 0.1853 0.1501

 
These results show that using a limited case-base can further improve the accuracy. 

We hypothesize that the removal of old cases made the strategy more accurate, since 
these cases represented old situations that did not occur again in the system. Further-
more, some prediction techniques behave differently early on in a system than they do 
later on, even under the same conditions according to the validity indicators. For ex-
ample, in two situations A and B, a validity indicator of social filtering indicates that 
there are 40 similar users that have rated the item for which a prediction is necessary; 
however, in situation A, early in the system, the similarity of these 40 users is based 
on less rated items by each user than in the later situation B; hence the probability that 
social filtering provides an accurate prediction is higher in situation B than in A. 

However, the improved effect of limited case-base sizes may also be influenced by 
the time-based characteristic of TiV. Because all users started using TiV at the begin-
ning of week 1, no special situations like a new user occurred in later weeks. On the 
other hand, there is one special occasion between week 2 and 3: at that time almost all 
channels changed their programming drastically because at that time the new TV sea-
son started; this makes existing users similar to new users. The limited case-base size 
did not have any negative effects on the accuracy, on the contrary, accuracy increased 
more with limited case-base sizes after the second week than with unlimited sizes. 
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5.2   Cross-Validation 

Cross-validation in the MovieLens dataset (see Table 3) shows that the CBR-based 
strategy does perform well in MovieLens, although not as well as in the TiV dataset. 
Sometimes, the rule-based strategy still out-performs the CBR-based strategy; how-
ever, even in those situations the CBR-based strategy is still better than the best indi-
vidual prediction technique, making it an adequate prediction strategy. 

Table 3. Results of the cross-validation of CBR-based versus rule�based strategy in the Mo-
vieLens dataset (bold indicates the best predictor in that set) 

Set 10000 20000 30000 40000 50000 60000 70000 80000 
Rule-Based 0.3830 0.3953 0.3880 0.4006 0.3889 0.3803 0.3973 0.3667 
CBR-Based 0.3887 0.3968 0.3830 0.3904 0.3912 0.3815 0.3954 0.3638 
Best Technique 0.3835 0.4050 0.3911 0.3966 0.3932 0.3820 0.4033 0.3678 
Set 90000 100000 110000 120000 130000 140000 150000 160000 
Rule-Based 0.3786 0.3737 0.3688 0.3943 0.3924 0.3787 0.3670 0.3591 
CBR-Based 0.3780 0.3721 0.3714 0.3961 0.3963 0.3782 0.3668 0.3625 
Best Technique 0.3826 0.3782 0.3715 0.3970 0.3950 0.3835 0.3713 0.3622 

 
 We have formulated two hypotheses for the lesser performance of the CBR-based 

strategy in MovieLens. The first is that the rule-based strategy created for the TiV 
dataset was not as good as the rule-based strategy created for the MovieLens dataset. 
Because both rule-based strategies have been designed by the same experts and sev-
eral tuning experiments have been performed to optimize the rule sets in both strate-
gies, we believe this hypothesis to be invalid. 

Table 4. Results of the cross validation of limiting the case-base size in the MovieLens dataset 
(bold indicates better predictions than no limit) 

Set 10000 20000 30000 40000 50000 60000 70000 80000 
No limit 0.3887 0.3968 0.3830 0.3904 0.3912 0.3815 0.3954 0.3638 
CB Size 12500 0.3887 0.3963 0.3829 0.3904 0.3944 0.3822 0.3964 0.3669 
CB Size 25000 0.4057 0.4235 0.3827 0.3917 0.3924 0.3823 0.3963 0.3650 
CBSize 50000 0.3887 0.3968 0.3830 0.3904 0.3912 0.3815 0.3951 0.3634 
CB Size 100000 0.3887 0.3968 0.3830 0.3904 0.3912 0.3815 0.3954 0.3638 
Set 90000 100000 110000 120000 130000 140000 150000 160000 
No limit 0.3780 0.3721 0.3714 0.3961 0.3963 0.3782 0.3668 0.3625 
CB Size 12500 0.3799 0.3778 0.3728 0.3997 0.3990 0.3813 0.3719 0.3667 
CB Size 25000 0.3790 0.3747 0.3715 0.3966 0.3972 0.3789 0.3701 0.3668 
CB Size 50000 0.3784 0.3729 0.3717 0.3967 0.3961 0.3790 0.3673 0.3648 
CB Size 100000 0.3780 0.3721 0.3716 0.3964 0.3965 0.3785 0.3669 0.3630 

 
The second hypothesis has to do with the observation that the prediction techniques 

for the TiV dataset have a much higher spread in their accuracy than the techniques 
for the MovieLens dataset. Spread is defined as the difference between the accuracy 
of the best performing technique and the accuracy of the worst performing technique. 
The average spread over the 16 validation sets in MovieLens is 0.0666, while the av-
erage spread over the four weeks in TiV is 0.3076. This means that the expected er-
rors calculated by the CBR-based prediction strategy in the MovieLens dataset tend to 
be situated close together, making the probability of a wrong decision larger as the 
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decisions are based on these expected errors. Since the spread is higher in the TiV 
dataset, the probability of a wrong decision is smaller. 

Limiting the size of the case-base in MovieLens resulted in a decreased accuracy 
for the CBR-based prediction strategy (see Table 4). Only in a few situations did ac-
curacy improve slightly, for example when using a size of 50000; in other subsets us-
ing the same case-base size accuracy decreases again. 

We believe that the small spread of accuracy in the prediction techniques of Mo-
vieLens is also the reason why limiting the case-base size results in such different re-
sults. In order to confirm the influence of the spread of accuracy in prediction techni-
ques, additional research is necessary; either experimenting with two different 
datasets and prediction strategies that show similar spread patterns or by developing 
one or two prediction techniques for MovieLens that increases the spread in accuracy. 

6   Conclusions 

In this paper, we determined whether CBR could provide more accurate prediction 
strategies than manually created rule-based prediction strategies. Experiments have 
shown that in systems where prediction techniques have a large spread in accuracy, 
CBR can indeed provide more accurate prediction strategies. However, in systems 
where the prediction techniques have a small spread in accuracy, the accuracy of a 
CBR-based strategy becomes more unreliable; sometimes accuracy is better than the 
rule-based strategy, sometimes worse. However, even with a small spread, a CBR-
based strategy still outperforms the best individual prediction technique. 

One of the main benefits of using CBR instead of the manually created rules in ru-
le-based prediction strategies is that no expert knowledge is required to create the 
prediction strategies. A downside of using CBR as a prediction strategy is the perfor-
mance and scalability penalty of CBR. Rule-based systems are very fast and scalable 
because they are model based. Since CBR is memory based, the speed of CBR-based 
strategies depends on the size of the case-bases.  

In some systems, limiting the size of the case-bases not only improves speed and 
makes the system more scalable, it can also improve the accuracy of a CBR-based 
prediction strategy. However, more research is needed to determine under which con-
ditions improved accuracy can be expected with limited case-base sizes. 

All things considered, we conclude that CBR can indeed be used to create predicti-
on strategies for hybrid recommender systems. However, one must be aware of the 
conditions under which CBR will increase accuracy over manually created rule-based 
prediction strategies. 
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