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Abstract. In this paper we propose a communication relay scheme combining
the NAT and a user-level proxy to support private IP clusters in Grid
environments. Compared with the user-level two-proxy scheme used in PACX-
MPI and Firewall-enabled MPICH-G, the proposed scheme shows performance
improvement in terms of latency and bandwidth between the nodes located in
two private IP clusters. Since the proposed scheme is portable and provides
high performance, it can be easily applied to any private IP enabled solutions
including the private IP enabled MPICH solution for Globus toolkit.

1 Introduction

As cluster systems become more widely available, it becomes feasible to run parallel
applications across multiple private clusters at different geographic locations as a Grid
environment. However, in the MPICH-G2 library [1], an implementation of the
Message Passing Interface standard over Grid environment, it is impossible for any
two nodes located in different private clusters to communicate with each other
directly across the public network until additional functions are added to the library.

In PACX-MPI [2], another implementation of MPI aiming to support the coupling
of high performance computing systems distributed in a Grid, the communications
among multiple private IP clusters are handled by two user-level daemons that allow
the library to bundle communications and avoid having thousands of open
connections between systems. However, since these daemons are implemented as
proxies running in user space, the total bandwidth is only about half of the bandwidth
obtained from kernel-level solutions [3]. It also suffers from higher latency due to the
additional overhead of TCP/IP stack traversal and switching between kernel and user
mode.

This paper proposes an NAT-based communication relay scheme, combining the
NAT service with a user level proxy, for private IP enabled MPI solution over Grid
environments. In our approach, only incoming messages are handled by a user-level
proxy to relay them into proper nodes inside the cluster, while the outgoing messages
are handled by the NAT service at the front-end node of the cluster. This brings
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performance improvement since we use the user-level proxy only once. By using the
NAT service, which is generally provided by traditional operating systems, we can
also easily apply our proposed scheme to any private IP enabled solutions without
modifying operating system kernel. We have benchmarked our scheme and compared
it with the user-level two-proxy scheme used in PACX-MPI [2] and Firewall-enabled
MPICH-G [4]. The experimental results show that our NAT-based scheme
outperforms the user-level two-proxy scheme.

The rest of the paper is organized as follows. Section 2 explains three
communication relay schemes used for private IP enabled MPI, and provides the
detailed mechanism of the NAT-proxy relay scheme. The experimental results are
presented in section 3. Section 4 concludes the paper.

2 Communication Relay Schemes

In order to support the communication between private IP clusters in a Grid
environment, we consider three communication relay schemes such as kernel-level
two-proxy scheme, user-level two-proxy scheme, and NAT-proxy scheme.

In the kernel-level two-proxy scheme, we can implement a kernel-level proxy
process in each of the front-end node within the cluster. Although this scheme is
expected to have the best performance among the others described here, it is not used
in general due to its poor portability.

In the user-level two-proxy scheme, we can implement a user-level proxy process
in each of the front-end node within the cluster. A user-level proxy is easy to
implement but has performance overheads such as those incurred by TCP/IP stack
traversal and context switching between kernel and user mode. In this scheme, all the
packets sent from one node to the other nodes located in other cluster have to go
through the user-level proxy twice, which decreases the performance further. Despite
its poor performance, this scheme has been widely used due to its highly portable
nature. The PACX-MPI [2] and Firewall-enabled MPICH-G [4] use this scheme.

The NAT-proxy scheme is a combination of previous two solutions. The proxy
implemented as a user-level program is responsible for forwarding only the incoming
streams into the appropriate nodes within the cluster, while the outgoing streams go
through the NAT service. Using a user-level proxy, no kernel modification is
necessary. Moreover, since only incoming packets go through the proxy, the
performance problems introduced by proxy can be minimized. Furthermore, using the
NAT service for outgoing streams, multiple connections can be efficiently managed
between front-end nodes of the clusters, which improves the communication
performance further.

Fig. 1 depicts the NAT-proxy communication relay scheme proposed in this paper.
In order to implement this scheme, each cluster should activate the NAT service in the
front-end node. A user-level proxy, called stream relay daemon (SRD), is
implemented in each front-end node. The SRD forwards incoming streams from the
nodes in other clusters into their computation nodes. The outgoing streams from the
computation nodes of one cluster go through the NAT service in the front-end node to
reach the destination.
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Fig. 1. The NAT-proxy communication relay scheme

3 Experimental Results

We have conducted our experiments over two private IP clusters, each of which has
four computation nodes and one front-end node, respectively. The two clusters and all
the nodes within the clusters are connected via 100Mbps Fast Ethernet cards. The two
front-end nodes are configured to have both public and private IP addresses and each
computation node is configured to have only private IP address.

In this benchmark, we compare the performance of our NAT-proxy scheme with
that of the user-level two-proxy scheme. For the comparison, we measure the latency
and the bandwidth between two private IP clusters using various traffic patterns.

Fig. 2 shows the latency between two private IP clusters. The latency was
measured via ping-pong program using small sized messages (i.e., 128 bytes). As we
can see from Fig. 2, our NAT-proxy scheme shows large performance improvement
over two-proxy scheme by about 144%. For example, the measured latency using
NAT and proxy was 1923 usec, while the latency using two user-level proxies was
2756 usec. It is clear from the result that the overhead incurred by using NAT was
much lower than that of using two user-level proxies.

Fig. 3 compares the performance of our scheme with that of user-level two-proxy
scheme by varying traffic patterns (one to one (1:1), many to one (2:1 and 4:1), and
many to many (4:4) patterns) and varying message size from 1 Kbytes to 1024
Kbytes. As we can see from Fig. 3, the overall bandwidth obtained by using our
scheme was much larger than that of using two user-level proxies. Furthermore, as we
increase the message size, the performance gap is widening.

This can be explained by the following observations. In the user-level two-proxy
scheme, the context-switching overhead (including message copy overhead between
user space and kernel space) is bigger than that of our scheme, and the overhead
becomes bigger as we increase the message size. If we apply the proposed relaying
scheme to wide-area clusters, the performance improvement can be amortized to
some extent, especially in small sized messages, due to the long delay (propagation
delay) incurred between two front-end nodes. However, for the clusters transferring
large messages and located in relatively near distance can benefit from the proposed
scheme.
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 Fig. 2. Latency between two clusters             Fig. 3. Bandwidth between two clusters

4 Conclusion

In this paper, we have proposed a communication relay scheme based on the NAT
and a user-level proxy, and compared our scheme with that of user-level two-proxy
scheme that is implemented in PACX-MPI and Firewall-enabled MPICH-G. From the
experiments, we showed that the performance of our scheme was better than that of
user-level two-proxy scheme and the performance improvement became larger as we
increase the message size. Considering that our scheme provides better performance
and also does not require modifying kernel code to improve the performance, we can
easily incorporate our scheme into any private IP enabled solutions.

Currently, we are working on developing a private IP enabled MPICH solution for
Globus toolkit (i.e., MPICH-G2) using the scheme proposed in this paper.
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