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Abstract. A direct solver for diffraction problems is presented in this
paper. The solver is based on the fast Fourier transform (FFT) and the
successive elimination of lines which we call SEL. In the previous paper,
we showed the numerical algorithm by use of SEL and proved that the
limit function of approximate solutions satisfied the diffraction problem
in the sense of distribution. In this paper, the above numerical algorithm
is improved with FFT and we show that the calculation speed is faster
than the previous one.

1 Introduction

This paper is devoted to study the construction of finite difference solutions
based on the direct method which we call SEL and establish the numerical
algorithm by use of FFT.

Let {2 be a rectangular domain in R?, £2; be an open subset of {2 and (2, = 2\,
the interface of them be denoted by I'(= (1 N §25). The diffraction problem
considered here is the followings.

Problem I. For f € L?*(2), o € L*(I') and g € H/?(902), find {uy, us} €
HY(£21) x HY(£25) such that

— €1 Aul = f in Ql 5 (1)
— €9 Aug = f n QQ ; (2)
u=uy on I, (3)

8u1 a’LLQ o
€1 E — €2 W = 0 on I'. (4)
uy = g on 9082, (5)

Here v is the unit normal vector on I” directed from §2; to 25 and ¢; is a positive
parameter (i = 1,2).

The sysytem consisting of equations (1)-(5) is called the diffraction problem
(M) and the equation (3)-(4) imposed on the surface I" is also called the trans-
mission conditions ([5]). The diffraction problems are arisen in various sciences.
One of such examples can be found in the context of electricity and {e1, €2} is
corresponding to the dielectric constant of the material {2, 25}.
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Fig. 1. Interface I" and unit normal v

From the view point of numerical analysis, one gives w € H'/?(I"), solves the
Dirichlet problems in each domain §2; (i = 1,2):

—e1 Aug(w) = f in 27,
(6)

up(w)=w on I,
—e3 Aug(w) = f in (2,
us(w)=w on T, (7)
ug(w) = g on 9N,
and finds wy € HY?(I") satisfying

Ouy (wp) Ouz(wp)

— = = = I .
€1 % €9 % o on ()
Hence introducing the Dirichlet-Neumann map 7' defined by

dui(w)  Ous(w)
v v

Problem I is reduced to find wq satisfying

T:H2I)sw—e e HYV2(I)

)

Twy =0 9)

(see also [6]). Therefore one of purposes of this paper is to present a direct
method for solving (9).

This paper is organized as follows. Section 2 describes the finite difference scheme
with distribution. Section 3 is devoted to study the construction of approximate
solutions from the viewpoint of the successive elimination of lines. Finally we
shall present a numerical algorithm by use of FFT and SEL in Section 4.
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2 Finite Difference Scheme with Distribution

2.1 Distribution Formulation

Before proceeding to the finite difference scheme, we reform Problem I as follows:
Problem II. For f € L*(2), o € L*(I") and g € HY?(912), find u € H'(§2)
such that

— div(a(z,y)Vu) = f+oor in D'(02), (10)

u =g on 0. (11)

Here a(x,y) = €1 X0, (T,y) + €2 xn,(x,y) where xq, (i = 1,2) is defined by

1 if (zy) e

and dp is the distribution with the support on I".
In fact, since the equation

8U1 8u2

div (a(z,y) Vu) = a(z) Au — (& 5, € W)

in D'()

holds for any u € H'(2), it follows that Problem I is equivalent to Problem II

([, ).
Hereafter the discretization of Problem II will be used in stead of Problem I .
2.2 Finite Difference Scheme with Distribution

Without loss of generality we assume that ¢ = 0 and that (2 is the unit square
in R?, ie., 2={(r,y)|0<x,y <1} Let h € R be a mesh size such that
h = 1/n for an integer n and set A x = A y = h. We associate with it the set of
the grid points:

ﬁh:{m¢7j€R2|mi7j:(1jh,jh), Ogl,jgn},
Qh:{mi,j€R2|mi,j:(ih7jh), lgl,jgn—l}

With each grid point m; ; of 2,, we associate the panel wg j with center m; ;:

W= (G=1/2h (+1/20 | x (G-1/2h G+1/20], (12

and the cross w; ; with center m; ;:

1 0 0 0 0
Wi = Wit1/o; Y Wiiqa;U Wij12U Wii1/0 (13)

where e; denotes the i th unit vector in R? and we set

h h
W?il/zj = w?_’j + 5 e1, ngil/Z = ng + 3 €. (14)
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Moreover using the datum in Problem I, we define

af; = oy fw?+1/2j a(z,y) dedy, a}'; = xox; fw;’,l/zj a(z,y) dady,
al; = ‘ArlAy fngl/Z a(z,y) dzdy, afj = TzlAy fw?rl/z a(z,y) dzdy,
fiyj = AzlAy fw?i f(x7y) dﬂfdy, Oi5 = Alli,j fF n w?j O'(S) dS,
Alij=Jrnw, ds
(15)
We then define the discrete equation of Problem II as follows.
Problem F. Find {u;;} (1 <4, j <n—1) such that
_L( E Wit1,j — Yij aW Uij — Ui—1,5
Az ] Az %, Az
_ALy( azl\’fj uz‘,j+1A; Uij ais"j Ui *A:z‘,j—l (16)
Al .
= fi; + Awﬂy 0ij, 1<4,7<n-—1
Now introducing the step function 0; ; :
1, (z,y) € 9,
O;i(x,y)=4 . hJ
m( 'Y) {O, (x,y) ¢ leJ 7
and let us define the piecewise functions o and wuj, by
—1 Aliy'
op = Z:‘tjzl Ta iy i 0i(,y), (17)

—1
Diie1 Ui 0ij(x,y)

respectively. We then have ([3])

Up

Theorem 1. (i) o, — o-0r in D'(02),
(ii) up — u weakly in L*(2), ue HY(), and
(#i) u is the solution of Problem II in the sense of distrubution.

3 Construction of Approximate Solutions (SEL)

3.1 Vector Valued Equations

In this section we state the direct method which we call the successive elimination
of lines. Instead of the (n — 1)? unknowns u; ; in the discrete equation (16), we
introduce the line vectors such that

Ui = "uin, tig, s i1 ] (1<i<n—1).

Then Problem F w.r.t. {u;;} is reduced to Problem M w.r.t. {U;} from the

equations (T4,
Problem M. Find U; (1 <i <n — 1) satisfying

AU =AY U+ APU L +F (1<i<n-—1) (18)
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where Uy = 0,U,, = 0, F; is given by the data {f,o,9} , AS is a tridiagonal
matrix defined by

ajy  —Gi 0 0
—Qio  Qj2  —Q;9 0
0 0
a=| . (19)
: 0 0
: : : 0 —Q7 o ain_Q —af-vm_Q
0 0 ,aiSJF1 af‘,nﬂ
AW AF are the diagonal matrices given by
A}/V = diag[a%]lggn,l and AF = diag[afj]lgjgn,l (20)

and
af; =)l +ap; +aj; +al;.
Moreover considering the geometry of the domain (2 and the interface I" we first
introduce sets of interface lattice points I} and boundary lattice points 02, as
follows;
(i) Inh={Py; = (ih,jh) | I Nw;; # 0},
(i) 02y = 2y \ 2.
Using the above notion, we divide the unknown vector {U;} into two parts.
For each U; = {u; j }1<j<n—1, we define U/ = {u;j}lgjgn,l and
Wi = {’wi’j}lgjgnfl as fOHOWS;

o=, Friamn, {0 i B @
and devide U; into two parts by
U, =U +W,. (22)
We then introduce the new vector {V;} defined by
Vi= AU (= AFUL) (1<i<n-—1). (23)

From the definition of {U/} and {V;}, we get ([2])

Lemma 1. ASU] = BV;, AYU/_, =V,_y and APU/,, =Viiq hold (1<i<
n—1) . Here B is a block tridiagonal matriz in the discretization of the Laplace
operator in £2 with homogeneous Dirichlet boundary conditions. i.e., B = [b;;]
is an (n — 1) x (n — 1) tridiagonal matriz such that B = tridiag[—1, 4, —1].

Therefore the following equations are derived from (18),(22),(23) and Lemma 1.
Problem PN. Find {V;, W;} such that for i(1 <i <n—1),

BVi=Vi+Vip+ Fi + AV Wi =AW+ AP Wiy ) (24)
where Vo =V, =Wy =W, =0.
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3.2 Formulation of SEL
Applying the principle of the successive elimination of lines to (24), we have

Theorem 2. {W;}i1<i<n—1 in (Z4) is uniquely determined as follows.
SR D(n— ki) P — AW W, + ASW, — AP Wi,
+ Y5 'R D(kin—i) P — AV Wisi + AW, — AP Wi, (25)
= 'R X Dn-ki) P F+ XI5 Dlkin—i) P F,

for (k,1) such that my; € I},.
Here P(= (pi,j)1<i,j<n—1) is the othogonal matrix such that

2 [ijn o
=12 “~) (1<ij<n—1 26
ps=y2 oin (27) (<ig<n-) (26)
and D( 1, i) (1 <l,i <n—1)is a diagonal matrix defined by
D(1,i) = diag [(sinh(l A;) sinh(i )\j))/<sinh(n ) sinh(Aj))} e
<j<n—
where \; = arccosh(2 — cos(jm/n)).
Remark 1. {W;} corresponds to the approximate solution of (9).
Remark 2. Linear system w.r.t to {W;} is dramatically less than the total system
w.r.t {u; ;}. For example, let 2 = (—0.5,0.5) x (=0.5,0.5) and I":z?+y? =
(1/4)%. Then using the notation {w;;}/{u;;} which means ’ratio’ that is the

percentage of the number of unknowns {w;;} to the total number of unknowns
{u;;}, we get the following table.

Table 1. Ratio

Grids {wij }/{ui;}
1282 2.68%
2562 1.34%

On the other hand, the remainder part {Vj }1<k<n—1 of {U;}1<i<n—1 is cal-
culated by the following linear algebra in stead of solving the linear systems.

Theorem 3. Vj is determined by
Vi =51 P D(n— ki) P( AV Wiy — AS Wi + AP Wiy

=1
+ 3L P D(k,n — i) p( AV Wi_y — AS W, + AP Wiy (28)
+ P( S D(n—k,i) P Fi+ Y1 D(k,n—i) P F)

From now on a new numerical algorithm using FFT is derived from Theorem 2
and 3.
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4 Hybrid Numerical Algorithm Based on FFT and SEL

4.1 Hybrid Numerical Algorithm

Recalling Theorem 3 in the previous section, we notice that the essential part is
the calculation of Pa for any vector o =' (aq,-++,-++,ap,—1) and that the row
vectors of P are bases of the discrete sine transformation.

In fact,

Pa

sin(Lm) sin(2m) R sin(2=Lr) a1

n

sin(2=tm) sin(%ﬂ') sm(%w) Q1

from which the i-th component (3; of Pa has the form of

n—1 n—1 ..
2 .y
G; = Zpi_jaj = Z \/; sin (57() Sy . (29)
j=1 j=1

This means that {f;} is exactly the discrete sine transform for data c.
Hence we are able to establish a numerical algorithm coupled with FFT and SEL
since it is possible to make a program of the discrete sine transform via FFT(

see [§]).

Therefore we summarize our numerical algorithm as follows.

Hybrid Numerical Algorithm
1st step: Calculate the solution {W;} on I}, for the linear system (25).
2nd step: Compute {Vj} on 2,\I} by use of the formulation in Theorem 3
and FFT we stated here.

4.2 Comparison of Calculation Speed

Let A and B denote the actual computing time using the matrix calculation in
Theorem 3 and the above hybrid calculation respectively. Then we get the table
under my computer condition as follows.

Table 2. Calculation speed Table 3. Computer condition
Grids | A/B Pentium 4 | 2.4GHz
1282 4.1 Memory 512MB
2567 7.1 Soft Maple 8
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5 Conclusions and Further Works

In this paper we described how to calculate numerically the diffraction problem
by use of FFT. The formula of SEL was a mathematical approach and we showed
that the hybrid calculation coupled with FFT and SEL was efficient to solve the
diffraction problem.

In near future we will apply this method to the heat problem near earth’s surface
in environments which is described by the systems of diffusion equations with
transmission conditions.
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