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Abstract. This paper presents use of numerical simulations coupled
with optimization techniques in reservoir modeling and production opti-
mization. We describe three main components of an autonomic oil pro-
duction management framework. This framework implements a dynamic,
data-driven approach and enables execution in a Grid environment for
large scale optimization formulations in reservoir modeling.

1 Introduction

The ultimate goal of reservoir simulation is to generate both good estimates of
reservoir parameters and reliable predictions of oil production to optimize re-
turn on investment from a given reservoir. The objective function f(w, s) can
be seen in terms of a performance measure depending on a vector of decision
variables w (e.g., well location indices) and on a vector of uncontrollable condi-
tions s (e.g.,rock porosity values, oil and water saturation). Function f usually
represents a mismatch between observed and computed values (history match-
ing) or a economical model based on the amount of oil produced or displaced.
In either case, since sampling locations in the field are sparse and the amount
of information is scarce, solutions to f are plagued with sources of error and
uncertainity1. This means that any objective function is limited to a partial
knowledge of reality.
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Black oil and more complex compositional, geomechanical, thermal, and
chemical models can be used as forecasting tools in both day-to-day operational
management of production facilities and long term field development planning.
However, little use has been made of reservoir simulations coupled with system-
atic optimization techniques. The main advantage of applying these mathemat-
ical tools to decision-making process is that they are less restricted by human
imagination than conventional case-by-case comparisons. A key issue is to come
up with reliable prediction models, despite the inherent uncertainty and scales
involve in all subsurface measurements, that operate by searching a large space
of oil production and reservoir parameters.

One of the main obstacles to the application of optimization techniques cou-
pled with a reservoir simulator is the computational time required to complete
simulations of complex, large scale reservoir models. Optimization strategies nor-
mally evaluate hundreds or even thousands of scenarios (each representing a sim-
ulation run) in the course of searching for the optimal solution to a given manage-
ment question. This process is extremely time-consuming and data-intensive [5,
8] and can easily overwhelm local computational capacity at any single institu-
tion. This approach is further hampered by the need to navigate multi-terabyte
datasets from simulations and field measurements.

Grid computing is rapidly emerging as the dominant paradigm for large-
scale parallel and distributed computing. A key contribution of Grid computing
is the potential for seamless aggregations of and interactions among computing,
data and information resources, which is enabling a new generation of scientific
and engineering applications that are self-optimizing and dynamic data driven.
However, achieving this goal requires a service-oriented Grid infrastructure that
leverages standardized protocols and services in accessing hardware, software,
and information resources [4,8].

In a previous work, we described a suite of tools and middleware that en-
able analysis of large, distributed collections of simulation datasets [13]. In this
paper, we present an infrastructure for solving optimization problems in data-
driven reservoir simulations in the Grid. The infrastructure builds on 3 key com-
ponents; a computational engine consisting of a simulation framework (IPARS)
and optimization services, middleware for distributed data querying and sub-
setting (STORM), and an autonomic Grid middleware (Discover) for service
composition, execution, and collaboration. We describe each of these compo-
nents and their application in autonomic data-driven management of the oil
production process [9].

2 Computational Grid Components

2.1 The Integrated Parallel Accurate Reservoir Simulator (IPARS)

IPARS represents a new approach to a parallel reservoir simulator development,
emphasizing modularity of code portability to many platforms, and ease of in-
tegration with other software. It provides a set of computational features such
as memory management for general geometric grids, portable parallel communi-
cation, state-of-the-art non-linear and linear solvers, keyword input and output
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for visualization. There are currently several models in IPARS, including multi-
phase gas-oil-water, air-water and one-phase flow, compositional, geomechanical
and reactive transport models. The framework supports both the use of IMPES
(implicit pressure explicit saturations) and fully implicit formulations. A key
feature of IPARS is that it allows the definition of different numerical and phys-
ical models in different blocks of the domain (i.e., multi-numeric, multiphysics
and multiblock capabilities). A more technical description of IPARS with further
applications can be found in [1].

2.2 Optimization Algorithms

Very Fast Simulated Annealing(VFSA). This algorithm is a simulated an-
nealing variant the speedups the process by allowing a larger sampling at the
beginning and a much narrower sampling at its latest stages. This is achieved by
the use of a Cauchy like distribution. The second appealing feature is that each
model parameter can have its own cooling schedule and model space sampling
schemes. This allows selective control of the parameters and the use of a priori
information (e.g., [14])

Simultaneous Perturbation Stochastic Algorithm (SPSA). The nov-
elty of the SPSA is the underlying derivative approximation that requires only
two (for the gradient) or four (for the Hessian matrix) evaluations of the loss
function regardless of the dimension of the optimization problem. In other words,
it does not require full gradient function information. This feature allows for a
significant decrease in the cost of optimization, specially in problems with a
large number of decision parameters to be inverted. This algorithm is suitable
for noisy measurements of the objective function and the search for a global
optimizer (e.g., [15]).

Gradient based. These methods essentially use the approximated gradient
of the response surface to derive a search direction. Along the search direction a
better point is located based on the response values. Different ways for generat-
ing the search direction result in different methods. Newton and quasi-Newton
methods[3] and finite-difference stochastic approximation (FESA) methods [15]
are representative examples.

Hybrid approaches. These methods are based on the coupling of either
the VFSA or the SPSA methods with any of the gradient based methods. This
allows to improve the overall convergence of the optimization procedure in the
vicinity of the desired solution.

3 Querying and Subsetting of Distributed Data: STORM

STORM (a.k.a. GridDB-Lite) [11] is a services-oriented middleware that is de-
signed to provide basic database support for 1) selection of the data of interest:
The data of interest is selected based on attribute values or ranges of values,
and can involve user-defined filtering operations. 2) transfer of data from stor-
age nodes to compute nodes for processing: After the data of interest has been
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selected, it can be transferred from storage systems to processor memories for
processing by a potentially parallel data analysis program.

STORM supports data select and data transfer operations on scientific
datasets through an object-relational database model. With an object-relational
view of scientific datasets, the data access structure of an application can be
thought of as a SELECT operation as shown in Figure 1. The < Expression >
statement can contain operations on ranges of values and joins between two or
more datasets. Filter allows implementation of user-defined operations that are
difficult to express with simple comparison operations.

Datasets generated in scientific applications are usually stored as a set of
flat files. STORM services provide support to create a view of data files in the
form of virtual tables using application specific extraction objects. An extraction
object is implemented by an application developer and returns an ordered list
of attribute values for a data element in the dataset, thus effectively creating a
virtual table. The analysis program can be a data parallel program. The distri-
bution of tuples in a parallel program can be represented as a distributed array,
where each array entry stores a tuple. This abstraction is incorporated into our
model by the GROUP-BY-PROCESSOR operation in the query formulation.
ComputeAttribute is another user-defined function that generates the attribute
value on which the selected tuples are grouped together based on the application
specific partitioning of tuples.

SELECT < Attributes >
FROM Dataset1, Dataset2, ..., Datasetn

WHERE < Expression > AND Filter(< Attributes >)
GROUP-BY-PROCESSOR ComputeAttribute(< Attributes >)

Fig. 1. Formulation of data retrieval steps as an object-relational database query.

STORM has been developed using a component-based framework, called Dat-
aCutter [2], which enables execution of application data processing components
in a distributed environment. Using the DataCutter runtime system, STORM
implements several optimizations to reduce the execution time of queries: Dis-
tributed Execution of Filtering Operations. Both data and task parallelism
can be employed to execute user-defined filtering operations in a distributed
manner. If a select expression contains multiple user-defined filters, a network of
filters can be formed and executed on a distributed collection of machines. Par-
allel Data Transfer. Data is transferred from multiple data sources to multiple
destination processors by STORM data mover components. Data movers can be
instantiated on multiple storage units and destination processors to achieve par-
allelism during data transfer.

4 An Autonomic Grid Middleware for Oil Reservoir
Optimization

Discover [7] enables a seamless access to and peer-to-peer integration of ap-
plications, services and resources on the Grid. The middleware substrate inte-
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grates Discover collaboratory services with the Grid services provided by the
Globus Toolkit using the CORBA Commodity Grid (CORBACoG) Kit [12].
It also integrates the Pawn peer-to-peer messaging substrate [9]. Pawn enables
decentralized (peer) services and applications to interact and coordinate over
wide area networks. Finally, Discover/DIOS [10] distributed object infrastruc-
ture that enables development and management of interaction objects and appli-
cations, encapsulating sensors and actuators, and a hierarchical control network.
DIOS also allows the dynamic definition and deployment of policies and rules to
monitor and control the behavior applications and/or application services in an
autonomic manner [6]. Detailed descriptions of the design, implementation and
evaluation of Discover components can be found in [7,9,10,6].

5 Putting It Together: Data-Driven Oil Production
Optimization

Oil production optimization process involves (1) the use of an integrated multi-
physics/multi-block reservoir model and several numerical optimization algo-
rithms (global, local and hybrid approaches) executed on distributed computing
systems in the Grid; (2) distributed data archives that store historical, experi-
mental (e.g., data from sensors embedded in the field) and observed data; (3)
Grid services that provide secure and coordinated access to the resources re-
quired by the simulations; (4) external services that provide data relevant to
optimization of oil production or of the economic profit such as current oil mar-
ket prices, and (5) the actions of scientists, engineers and other experts, in the
field, the laboratory, and in management offices.

In this process, item 1 is implemented by the IPARS framework. Both forward
modeling (comparison of the performance of different reservoir geostatistical pa-
rameter scenarios) and inverse modeling (searching for the optimal decision pa-
rameters) for solving optimization problems in reservoir management can greatly
benefit from integration and analysis of simulation, historical, and experimental
data (item 2). Common analysis scenarios in optimization problems in reservoir
simulations involve economic model assessment as well as technical evaluation of
changing reservoir properties (e.g., amount of bypassed oil, concentration of oil
and water) [13]. In a Grid environment, data analysis programs need to access
data subsets on distributed storage systems. This need is addressed by STORM.
An example query for exploring regions of bypassed oil in one or more simulation
datasets is given in Figure 2. The Discover autonomic Grid middleware imple-
ments the support for items 3, 4, and 5. We now discuss the use of Discover to
enable oil reservoir optimization [8].

The overall application scenario is illustrated in Figure 3. The peer compo-
nents involved include: IPARS providing sophisticated simulation components
that encapsulate complex mathematical models of the physical interaction in the
subsurface, and execute on distributed computing systems on the Grid; IPARS
Factory responsible for configuring IPARS simulations, executing them on re-
sources on the Grid and managing their execution; Optimization Service (e.g.
very fast simulated annealing); and Economic Modeling Service that uses IPARS
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SELECT R.Cellx, R.Celly, R.Cellz, R.Id, R.T ime
FROM Realization1, Realization2, ..., Realizationn

WHERE Tstart <= R.T ime AND R.T ime <= Tend

AND R.SOIL > SOILtol

AND Speed(R.Voil,x, R.Voil,y, R.Voil,z) < Speedtol

GROUP-BY-PROCESSOR Partition(R.Id, R.T ime)

Fig. 2. An example query for analysis of data in oil reservoir management studies:
“Retrieve all the mesh cells, from simulations Realization1, ..., Realizationn, which
contain bypassed oil (which is defined as cells, in which oil saturation is greater than
user-defined oil saturation threshold, SOILtol, and oil speed is less than user-defined
speed threshold.”

simulation outputs and current market parameters (oil prices, costs, etc.) to com-
pute estimated revenues for a particular reservoir configuration.

These entities need to dynamically discover and interact with one another
as peers to achieve the overall application objectives. Figure 3 illustrates the
key interactions involved: (1) the experts use the portals to interact with the
Discover middle-ware and the Globus Grid services to discover and allocate ap-
propriate resource, and to deploy the IPARS Factory, Optimization Service and
Economic model peers. (2) The IPARS Factory discovers and interacts with
the Optimization Service peer to configure and initialize it. (3) The experts
interact with the IPARS Factory and Optimization Service to define applica-
tion configuration parameters. (4) The IPARS Factory then interacts with the
Discover middle-ware to discover and allocate resources and to configure and
execute IPARS simulations. (5) The IPARS simulation now interacts with the
economic model to determine current revenues, and discovers and interacts with
the Optimization Service when it needs optimization. (6) The Optimization Ser-
vice provides IPARS Factory with optimized well information, which then (7)
launches new IPARS simulations with update parameters. (8) Experts can at
anytime discover, collaboratively monitor and interactively steer IPARS simula-
tions, configure the other services and drive the scientific discovery process. Once
the optimal well parameters are determined, the IPARS Factory configures and
deploys a production IPARS run.

Figure 4 shows the convergence history for the optimization of well location
using the VFSA optimization service, to maximize profits for a given economical
revenue objective function. The well positions plot (on the left) shows the oil
field and the positions of the wells. The black circles represent fixed injeciton
wells and the well at the bottom most part of the plot is a fixed production
well. The plot also shows the sequence of well position guesses for the other
production well returned by the VFSA service (shown by the lines connecting
the light squares), and the corresponding normalized cost value (plot on the left).

6 Conclusions

In this paper, we presented an infrastructure and its components to support
autonomic oil production management process. Use of this infrastructure to im-
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Fig. 3. Autonomous oil reservoir optimization using decentralized services.

Fig. 4. Convergence history for the optimal well placement in the Grid.

plement Grid-enabled data-driven application support can aid in gaining better
understanding of subsurface properties and decision variables. With a better
understanding of these properties and variables, engineers and geoscientists can
implement optimized oil production scenarios. We believe autonomic oil produc-
tion management strategies combined with Grid-enabled data and parameter
space exploration technologies can lower infrastructure costs and change the
economics of productivity maximization.
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