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Abstract. Subset Difference Revocation (SDR) [8] has been proposed 
to perform group rekeying in a stateless manner. However, statelessness 
comes at a cost in terms of storage and message overhead when the 
number of currently active members is much smaller than the number 
of potential group members [3]. We propose a dynamic SDR scheme 
to address these problems. Rather than maintaining a large static key 
tree that accommodates all potential group members, we use a smaller 
dynamic key tree for only currently active members. We dynamically 
assign current members to the positions in the key tree rather than using 
fixed pre-assignment. The smaller key tree requires less storage and 
dynamic assignment achieves a smaller rekeying cost. Our evaluation 
shows that the dynamic scheme significantly improves the performance 
of SDR, reducing by half the rekey communication cost in the case 
that the number of the currently active members is much less than the 
total number of potential members. Compared to SDR in [8], dynamic 
SDR does not need to know the maximum number of potential group 
members in advance, a value that can be difficult to estimate in practice. 

Keywords: Multicast security, Group rekeying, Subset Difference Re
vocation 

1 Introduction 

Membership-based applications, such as pay-per-view and specialized informa
tion services (e.g., stock price, live news), require that information content be 
delivered to ( and only to) subscribed members. This is typically accomplished by 
encrypting data using a common Traffic Encryption Key (TEK) that is shared 
by all currently active members. When a member joins the group, the TEK must 
be changed to ensure that the newly joining member cannot decrypt previous 
communications (a requirement known as "backward confidentiality"). Similarly, 
the TEK must be changed when a member leaves the group to ensure that future 
messages cannot be decrypted by the departing member ( a requirement known as 
"forward confidentiality"). The algorithms that manage the distribution, updat
ing and revocation of the TEK are collectively known as group key management 
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protocols. The IETF MSEC framework suggests using a Group Controller and 
Key Server (GCKS) for rekeying. Generally, the TEK is encrypted using Key 
Encryption Keys (KEKs) and then multicast by the GCKS. Several works have 
dealt with the group rekeying problern [2,6,7,8,9,10,11]. Subset Difference Revo
cation (SDR) [8] has been proposed as a "stateless" group rekeying algorithm. 
By stateless, it is meant that members do not need to keep track of rekeying 
messages in order to maintain their states. This desirable property comes as a 
price, however [3] - SDR can require high key storage at both the member and 
GCKS sides, and can generate a significant amount of messaging traffi.c during 
rekeying. 

These two problems arise from the fact that SDR maintains a static key 
tree that is constructed in advance. This tree must be large enough to hold all 
potential members. Since key storage cost is determined by the size of the key 
tree [8], key storage costs can thus be large. Further, a member joining the group 
is attached to a pre-assigned position in the key tree. Assuming that member 
activity is independent of position, when the number of currently active members 
is much smaller than the number of potential members, the positions occupied 
by active members are likely to be sparse, i.e., there are many holes (positions 
not occupied by an active member) among the positions occupied by active 
members. The sparse distribution of these positions can cause SDR to perform 
as ineffi.ciently as encrypting the TEK separately for each active member [3]. We 
will refer to the SDR proposed in [8] as static SDR in this paper. 

In this paper, we propose a dynamic SDR scheme to reduce both the key 
storage cost and the rekey communication cost of static SDR. Dynamic SDR 
uses a key tree that is large enough to hold currently active members (as opposed 
to all members, both active and inactive) in order to reduce key storage. This 
is done by dynamically assigning a joining member a new position in the tree. 
Ideally, our goal will be to position active members adjacent in the key tree in 
order to reduce rekeying cost. 

This paper has the following contributions. First, we design a new group 
rekeying algorithm, dynamic SDR. The algorithm is based on Subset Difference 
and uses a dynamic key tree to reduce both storage costs and messaging over
head. The algorithm is "multicast stateless" (i.e., it does not require nodes to 
maintain states when receiving the multicast rekeying messages, which distribute 
only TEKs) and does not require a priori knowledge of the number of potential 
members. Secondly, we propose and evaluate several enhancements on dynamic 
SDR. Our simulations show that dynamic SDR significantly reduces both the 
key storage cost and rekey communication cost when the number of currently 
active members is much less than the number of potential members. Finally, 
we investigate the tradeoff between the unicast and multicast costs in dynamic 
SDR. 

The rest of the paper is organized as follows: In Section 2, we briefl.y overview 
the static Subset Difference Revocation algorithm. The dynamic SDR scheme 
is described in Section 3. Section 4 presents our evaluation. Section 5 discusses 
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various properties of dynamic SDR. Related work is given in Section 6. Finally, 
we conclude the paper in Section 7. 

2 Background: Subset Difference Revocation Algorithm 

Static SDR [8] is a tree-based group key management protocol. For a finite set 
of potential members N (N = jNI), the GCKS maintains a tree with N leaves 
and assigns a fixed position ( a leaf in the key tree) to each distinct member1. 

For a node i in the key tree, let Si be the set of the potential members which 
are descendants of i. Given two nodes i and j, where j is a descendant of i, 
subset Si,j is defined as Si\ Sj. Each subset Si,j is initially assigned a long-lived 
key Ki,j that is only known by members covered by Si,j. Let M ~ N be the 
set of members currently active in the group and M = IM j. To distribute an 
updated TEK, the GCKS uses a Subset-Cover framework to partition M into 
disjoint subsets. More specifically, the GCKS divides M into s subsets such that 
U~=l Sid,id = M and '<im E M, m is covered by one and exact one resultant 
subset. The updated TEK is then encrypted using Kidlid. Consequently, only 
members in M can deduce the new TEK. 

SDR is a stateless algorithm for the KEKs (Ki,j) are unchanged after ini
tialization such that each member m in M is able to deduce the KEKs at each 
rekeying instance based on the secret information, denoted as Im, received dur
ing initialization. Im allows m to deduce the keys of all possible subsets to which 
m may belong. 

Although the total number of possible subsets to which a member m may 
belong is O(N), the size of Im is !Im!= (log2 N +logN)/2+1 [3]. It is important 
to note that Im is the only required information for member m to participate 
in the group communication for the statelessness of SDR. Also note that Im is 
determined by the position of m in the key tree. As a consequence, once a leaf 
position in the key tree is assigned to a member m , that position cannot be 
assigned to any other member even when m is currently not in the group. That 
is the reason why the GCKS in static SDR needs to maintain a key tree large 
enough for N. Typically, in static SDR, a returned member (a member joining 
the group again after leaving) is assigned to the position that the member was 
assigned last time. 

The number of the resultant subsets of M is determined by the positions 
of members of M in the key tree of size N. Generally speaking, under the 
assumption that member activity is independent of position in the key tree, the 
larger the difference between N and M, the more likely that active members 
are sparsely distributed in the key tree, resulting in O(M) disjoint subsets. On 
the other hand, the smaller the difference between N and M, the more adjacent 
the positions of active members in the key tree, resulting in O(N- M) disjoint 
subsets. As pointed out by [3], given M, the expected number ofresultant subsets 

1 In the rest of this paper, a leaf node in the key tree and the member assigned to 
that node are treated indistinguishable when there is no risk of ambiguity. 
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of M is 8(min(N -M,M)). Moreover, static SDRrequires O(NlogN) storage 
overhead at the GCKS [3], and O(log2 N) storage overhead at the member side. 

3 Dynamic SDR 

We have seen that static SDR generally requires a very large key tree to ac
commodate all unique members. As a consequence, currently active members, 
usually a small fraction of all of the unique members, are likely to be widely 
dispersed in the key tree space. Both of these factors decrease the performance 
of SDR. In this section, we propose a dynamic SDR approach that addresses 
these two inefficiencies of static SDR. First, we describe an observation on static 
SDR, based on which dynamic SDR is proposed. 

In the binary key tree of SDR, a node i has a height of h if the subtree Ti 
rooted at i has 2h leaves. A leaf itself has a height of 1. The heights of Ti and 
Si,j are also defined as the height of node i. 

(a) (b) 

Fig. 1. Constructing dynamic SDR key tree 

Proposition 1. In the key tree T of static SDR, if there exists a set of 
disjoint subtrees {Ti} with the same height H such that 

{1) leaves ofT=Ui{leaves ofTi}; 
{2) each Ti has at least one leaf in N\M, i.e., a member currently inactive, 

then all resultant subsets of M have height h ~ H (Fig. 1(a)). 
Proposition 1 implies that, if such set of {Ti} exists in the key tree of static 

SDR, all nodes with height h > H will not contribute to the resultant subsets of 
M. Thus the GCKS only needs to maintain a set of smaller subtrees satisfying 
Proposition 1 with an appropriate height H (we will address how to choose 
H shortly). The idea of dynamic SDR is to dynamically maintain such set of 
subtrees. 

3.1 Scheme of Dynamic SDR 

In dynamic SDR, the positions of members are not pre-assigned. Instead, the 
spaces in the key tree are dynamically allocated and reclaimed, adapting to the 
current set of active members. More specifically, the GCKS dynamically creates 
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leaves when new member joins, or discards a subtree when all positions of the 
subtree are inactive. By doing this, the GCKS maintains active members in a 
dynamic key tree, rather than a large key tree constructed in advance. 

For simplicity, we use set of subtrees {Tik} as allocation units, one can view 
the subtrees connected to a virtual root r (Fig. 1 (b)). Initially, the GCKS has 
a single subtree Ti1 connected to the virtual root r. When a member joins the 
group, regardless of being a new member or a returned member, the member is 
assigned to the next available position in the key tree (from left to right) and 
is unicast the secret information associated with the new position. The GCKS 
thereafter encrypts and multicasts the updated TEK to the current members in 
exactly the same way as in static SDR. If new positions are required, the GCKS 
creates a new subtree Tik· When a member, m, leaves the group, the position 
becomes empty and will never be used by any member (even m itself). And a 
new TEK is multicast to the members that remain in the group. If all positions 
of the leftmost subtree become empty, the GCKS discards that subtree. This 
process is detailed in [4]. 

The advantages of maintaining such a dynamic-membership key tree are two
fold. First, dynamic SDR may require a much smaller key tree of a size sufficient 
to accommodate the maximum number of concurrently active members. This 
helps reduce key storage cost, both at the members and at the GCKS. Second, 
by assigning members that arrive close in time to positions that are close in 
the key tree, the GCKS is likely to find a subset that can cover many adjacent 
members. This implies that the messaging overhead associated with rekeying is 
also reduced. Dynamic SDR achieves the advantages by introducing additional 
unicast, corresponding to deliver Im to a joining member m. However, the overall 
communication cost (in bytes per second), can be reduced by more than 50% in 
comparison tothat of static SDR, as we will see in Section 4. 

Since the key tree of dynamic SDR can be extended arbitrarily, dynamic 
SDR does not require a priori knowledge of the size of total member popula
tion, N. This avoids the problem, which exists in static SDR, of estimating N. 
Overestimating N makes the static SDR key tree unnecessarily large, increasing 
both rekey communication cost and key storage cost, whereas, underestimating 
N may introduce the problern of having to reject members when all positions 
have been assigned. 

In dynamic SDR, however, the size, L = 2H, of SDR subtree Tik should be 
chosen properly, as we describe next. 

3.2 Determining L 

The choosing of L is a design tradeoff. Basedon Proposition 1, one subset covers 
at most L members. Therefore, when L is small, more resultant subsets are 
required to cover M, which consequently increases the multicast cost. When L 
is large, we may still encounter the space inefficiency of static SDR that active 
members disperse in the subtree. 
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We thus choose L as a reasonable value of 2flog E[MJl, where E [M] is the 
expected value of the number of concurrent members. Ideally, we want to put 
the concurrent members in one subtree. 

3.3 Key Storage of Dynamic SDR 

In dynamic SDR, the size of secret information, llml, is reduced from (log2 N + 
log N) /2 + 1 to (log2 L + log L) /2 + 1 for the following Proposition. 

Proposition 2. In dynamic SDR, if a member, m, is assigned a position in 
subtree Tik, for any resultant subset Si,j covering m, i is a descendant of ik. 

Although the key storage size required by a member is fixed when L is chosen, 
this is not the case for the GCKS, whose key storage is related to the number of 
subtrees Tik. Assuming that the GCKS sequentially assigns the available posi
tions of the key tree from the left to the right to the joining members, we define 
S as the distance from the leftmost position occupied by an active member to 
the first available position at the right side. These S positions are referred as 
the concurrent spaces, which determine the key storage at the GCKS. To hold 
S concurrent spaces, at most fS/ Ll + 1 subtrees are required. Since the GCKS 
has 2L log L + 1 key storage for a subtree Tik of size L [3], it follows that the key 
storage at the GCKS is (fS/Ll + 1)(2LlogL + 1). 

When members arrive according to a Poisson process with rate >. and the 
timethat each active member stays in the group (which is referred as lifetime) is 
exponentially distributed with mean 1/ J.L, the expectation of S can be computed 
as follows [4], where p = >.j J.L: 

oo m rn+I l 
E[S) = pe-P " [!_ " -:Lm!Lz 

m=O i=l 

(1) 

Using Little's law, the average number of the concurrent members E[M] = 
p = >.j J.L, thus E[S] can be viewed as a function of E[M], as shown in Fig. 2(a). 
The top curve in the figure presents E[S] as a function of E[M] according to 
(1), which shows that E[S] increases super-linearly with E[M]. 

E[S] also depends on the distribution of members' lifetime. If members' life
time is deterministic (e.g., members are First-In-First-Out), E[S) is identical to 
E[M]. Generally, the higher variance members' lifetime has, the larger E[SJ is. 

A large value S results in an increased key storage at the GCKS side. Also, 
currently active members disperse in the key tree as S increases, incurring more 
resultant subsets and thus more rekeying messages. As a result, it is desirable 
to keep S small, a topic we address next. 

3.4 Reducing S by Shifting 

In this subsection, we propose a simple operation, namely shifting, to reduce S. 
We define shifting as t he operation of detaching the leftmost active member 

in the key tree and re-attaching the member to the next available position ( for 
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(a) 
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(b) 

Fig. 2. Relationship between E[S] and E[M] (a); The shifting scheme (b) 

new arrivals) in the key tree. When some holes (i.e., positions with departed 
members) are generated in the key tree, shifting the leftmost active member 
may reduce the concurrent spaces, S, and make active members more adjacent, 
as illustrated in Fig. 2(b). 

When active members are shifted, they are delivered new secret information 
associated with the new positions by unicast. From the collusion-proof prop
erty of static SDR, we can show that shifting does not jeopardize the confi
dentiality [4]. There are many strategies for shifting. Here, we investigate two 
approaches, namely probabilistic shifting and threshold-based shifting. 

Probabilistic shifting. Probabilistic shifting is defined as follows. When a 
member joins the group, that member is assigned to the next available position 
in the key tree. Meanwhile, with a probability p, the GCKS shifts the leftmost 
member to the position just to the right of the newly arrived member. Note 
that the shifting probability p affects the tradeoff between the shifting cost, 
associated with unicasting the secret information for the new position to the 
shifted member, and the value of S. In practice, the shifting probability p is a 
parameter set by the GCKS and can be application specific. 

When members join the group according to a Poisson process with rate >. and 
a member's lifetime is exponentially distributed with mean 1/ J.L, we can compute 
the expected number of the concurrent spaces, E(S), as a function of p, where 
P = >.ff..L: 

oo m m+l 1 m 1 
E[S] = pe-P L ['___( L -. - + p L -. -) 

m! . ~ +PP . t +PP 
m=O •=1 t=l 

(2) 

Fig. 2(a) presents the result of E[S] for p = 0, 0.1 and 0.5 respectively. We 
observe that E[S] decreases as a function of p. In particular, when the expected 
group size E[M] = 105 , the space-member-ratio, E[S]/ E[M] is 12.1 for dynamic 
SDR without shifting, and reduces to 2.6 when p = 0.1, and further reduces to 
1.6 when p = 0.5. Thus, by introducing a small shifting probability p, dynamic 
SDR can effectively reduce the average concurrent space S, therefore reducing 
the key storage cost at the GCKS and potentially the rekey cost as well. 
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We next consider a different kind of shifting strategy- threshold-based shift
ing. 

Threshold-based shifting. We define the occupancy ratio 'Y as the number 
of active group members to the number of concurrent spaces, i.e., 'Y = MjS. 
Informally, the !arger the occupancy ratio is, the more likely the members are 
adjacent to each other in the key tree, and thus can be covered by fewer subsets. 
To keep the rekey process efficient, the GCKS should keep the occupancy ratio 
high. A natural way to achieve this is to define a threshold r < 1; when a member 
leaves the group, the GCKS computes the occupancy ratio 'Y and compares it to 
the threshold r. If the occupancy ratiofalls below the threshold (i.e., 'Y < r), 
the GCKS will keep shifting the leftmost member until 'Y ~ r. We refer to this 
strategy as threshold-based shifting. 

As with the shifting probability p in the probabilistiG shifting scheme, the 
threshold r is also an application-specific parameter affecting the tradeoff be
tween the shifting cost (unicast) and the rekey cost (multicast), as discussed in 
Section 4.2. 

3.5 Block Alignment 

So far, we have treated the newly arrived members and the shifted members 
identically when assigning a member to an available position. However, a member 
that has been in the group for a lang time and has become the leftmost member 
in the key tree may have very different characteristics in terms of the remaining 
service t ime,than that of a member who just joined the group. 

Given the above considerations, we further propose an enhancement to the 
dynamic SDR with shifting scheme by allocating different blocks with size B in 
the key tree for new members and shifted members. Detailed procedure of block 
alignment is left in [4] for page limitation. Bis an application-specific parameter 
similar top and r. We also evaluate the effects of such block alignment through 
simulation in Section 4.2. 

4 Evaluation 

In this section, we evaluate the performance of the dynamic SDR through simu
lation. We will first describe the simulation model and the performance metrics, 
then present the results. 

4.1 Simulation Model and Performance Metries 

We assume a fixed N = 217 to which a GCKS provides key management, i.e., 
the number of potential members is 217. Each member independently decides 
to join or leave the group. We approximate the members' arrival by a fixed
rate Poisson process and assume that the lifetimes are iid random variables. 



On Dynamic Subset Difference Revocation Scheme 751 

We evaluate different lifetime distribution functions, which include exponential, 
lognormal and uniform distribution. 

In the following, we will only present results for immediate-rekey scheme 
since the performance of SDR is irrsensitive to the rekey period [3]. 

The performance metrics of interest are the key storage cost (both at the 
member side and at the GCKS side) and rekey communication cost. The key 
storage cost is measured as the key storage described in the previous section. 
More specifically, we assume to use 3DES for encryption and each Iabel has 
128-bit of storage. 

The rekey communication cost is measured as the number of unit-size rekey 
messages (assuming one message contains one 128-bit key) per unit time, which 
is further divided into multicast cost and unicast cost. 

The multicast cost equals to the minimum number of subsets used to cover 
the active members in the key tree. Since the GCKS is performing immediate 
rekeying, and when the system is in steady state, the rate at which members 
depart the group should equal to the rate that members join the group, we can 
compute the overall multicast cost GM as GM= 2>-.Nsv, where >. is the arrival 
rate and N SD is the average number of subsets that the GCKS uses for one TEK 
update. 

The unicast cost includes the messages for delivering the secret information 
to a joining member or a shifted member. For static SDR scheme, the secret 
information is delivered to a user when that user joins the group for the first 
time. Since a member's position in the key tree is fixed, no additional unicast 
costs are incurred when the member returns to the group. To favor static SDR, we 
assume that the system has been running for long enough so that each member 
has received the secret information for its position. Thus, we count the unicast 
cost for static SDR as zero. 

For dynamic SDR schemes, the unicast cost is computed as Cu = (>.+v)NK, 
where v is the rate that members are shifted and N K is the key storage at the 
member side and equals to (flogE(MJP + PogE(MJl)/2+1 based on the analysis 
result in Section 3. 

The overall rekey communication cost of dynamic SDR is the weighted sum 
of the multicast cost and the unicast cost. In the rest of the evaluation, we treat 
the cost of Unicasting a message the same as that of multicasting, even though 
the unicast cost should be much lower than the multicast cost with respect to the 
number of links that the message travels. Some more discussion on the relative 
weight of the unicast cost and multicast cost is included in Section 4.2. 

In summary, the overall rekey communication cost of static SDR is 

(3) 

where NJw is the average number of subsets using static SDR for one TEK 
update. 

The overall rekey communication cost of dynamic SDR is 

(4) 
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where N~D is the average nurober of subsets using dynamic SDR for one TEK 
update. 

4.2 Simulation Results 

Effects of group size. We first compare the performance of static SDR and 
dynamic SDR for different group sizes. 

With a fixed total population (N = 217 = 131072) and a fixed mean lifetime 
(1/p, = 100), we use different value of the arrival rate (.X) to vary the expected 
group size (E[M] = .Xjp,) from 100 to 1.3 x 105 • For now, we only consider the 
dynamic SDR scheme without shifting. 

Fig. 3(a) compares the key storage of static SDR and dynamic SDR for 
different group size with exponentially-distributed lifetimes. The top two curves 
represent the key storage cost at GCKS and the bottom two curves represent 
the key storage cost at member side. Since static SDR maintains a fixed key 
tree whose size is determined by the total member population, its key storage 
costs, at both GCKS and member side, are invariant with different group size. 
For dynamic SDR, however, the key storage increases when the expected group 
size increases. Compared to static SDR, the member-side key storage cost of 
dynamic SDR is consistently lower, since M is always smaller than N. However 
the GCKS key storage cost of dynamic SDR begins to exceed that of static SDR 
as E[M] increases. This is because the expected size of concurrent spaces E[S], 
which includes both active members in the key tree and departed members in 
between, becomes larger than N when E[M] is significant (> 10%) compared to 
N. 
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Fig. 3. Key storage (a) and rekey communication cost (b) of static SDR and dynamic 
SDR for different group size 

We next compare the rekey communication cost of static SDR, C8 , and dy
namic SDR, Cd, as described in (3) and (4) respectively (Fig. 3(b)) . We observe 
that the rekey communication cost of static SDR increases as E[M] increase, 
reaching a maximum when E[M] is about N/2, and then starts to decrease when 
E[M] gets close to N. This behavior matches well the reasoning in Section 2. 
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Furthermore, we observe that when E[M] < 2 x 104 , the rekey communication 
cost Cd is much lower, nearly half, compared to C8 • Only when E[M] is greater 
than N /2, does Cs outperform Cd. 

Wehaveseen the benefit of dynamic SDR when M « N. In fact, many prac
tical applications have this property. For example, the MBone STS-71 session 
has M ~ 360 while having N ::::: 4000 [1]. Another example is in pay-per-view 
service: the number of people watehing a movie at the same time, M, is usually 
orders of magnitude smaller than the total number of people having cable TV, 
N. 

In the next, we will focus on the scenario where M « N and evaluate the 
impact of shifting and block alignment. 

Table 1. Parameters of the simulation configurations 

Config. ID Poisson arrival Distr. of lifetime Mean of lifetime Var. of lifetime 
EXP A = 10 exponential 100 104 

UNI A -10 uniform 100 3.3 X 10~ 

LOGz A- 10 lognormal 100 10u 

LOGm A = 10 lognormal 100 104 

LOCh A- 10 lognormal 100 10° 

Impact of shifting. In this subsection, we study the performance of dynamic 
SDR with shifting. We consider the case where E[M] = 1000( « N). Table 1 
shows the five different configurations that we use to obtain the simulation re
sults. We simulate probabilistic shifting and threshold-based shifting strategies 
for each configuration. 

Figure 4(a) shows the communication cost, Cd, of dynamic SDR with prob
abilistic shifting for the five different configurations. We observe that, without 
shifting (p = 0), Cd, tends to be higher when members lifetime is of high vari
ance. 

........ I - t± f:---,f--. _ - .._ _ 
r-' ........ - ........ ~ - r--

'"""' ' J 

0 " 
,. 

" .. 0..6 06 O'P .. .. 
(a) Probabilistic shifting (b) Threshold-based shifting 

Fig. 4. Rekey communication cost of dynamic SDR combined shifting (E[M] = 103 ) 

With shifting (p > 0), we find two different kinds of behaviors among the 
five configurations. For configurations EX P, LOGm and LOGh, which have high 
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variance lifetime, increasing the shifting probability generally reduces Cd. This is 
because, with no shifting, S is large; while introducing shifting, although unicast 
cost is increased, S can be substantially reduced, which results in a reduced 
multicast cost. 

For low variance configurations, UNI and LOG1, when increasing the shifting 
rate, the communication cost Cd does not necessarily decrease. In these cases, S 
is close to M without shifting. Shifting cannot reduce S much. On the contrary, 
shifting might affect the distribution of members in the key tree, which may 
increase the number of subsets needed to cover the active members. As a result, 
the choice of optimal value of p depends on the lifetime distribution. 

Fig. 4(b) shows the evaluation of threshold-based shifting scheme applied to 
the five configurations in Table 1. In the figure, it appears that, all configurations 
have a local minimum rekey communication cost when r ~ 0.9. When r goes 
beyond 0.9, there is a dramatically increase of the rekey cost. This is because, for 
a threshold r > 0.9, even though multicast cost may be reduced, unicast cost 
associated with frequent shifting becomes so high that the overall rekey cost is 
dramatically increased. Except for LOG1 , the local minimum rekey cost is also 
the global minimum. For configuration LOG1, although the global minimum cost 
is achieved when r = 0, the local minimum rekey cost at r ~ 0.9 is very close to 
the global minimum. Thus choosing a proper value of the threshold parameter r 
is not as sensitive to members' lifetime distribution as in probabilistic shifting. 

Enhancement with block alignment. We next evaluate the performance 
of block alignment as an enhancement to probabilistic shifting and threshold
based shifting for the five simulation configurations. Here we present the results 
of configuration EXP and LOGh. 

Fig. 5 plots the rekey communication cost when applying block alignment 
with B = 0, 2,16 and 32 for probabilistic shifting (5(a) and 5(b)) and threshold
based shifting (5(c) and 5(d)). We observe that, for configuration EXP, intro
ducing block alignment (with various B) does not have much improvement on 
reducing rekey communication cost (sometimes is even worse). This is due to 
the memoryless property of exponential distribution However, for configuration 
LOGh, the improvement of block alignment is significant. Furthermore, for this 
particular group size, we find that increasing block size B beyond 16 does not 
provide much additional improvement. 

From the figure, one can also see that, compared to threshold-based shifting, 
improvement of using block alignment is more evident in probabilistic shifting. 

Tradeoff between unicast cost and multicast cost. As described in Sec
tion 3, dynamic SDR reduces mult icast costs by introducing additional unicast, 
by which the secret information is delivered to shifted or returned members. 
Since the different strategies proposed in this paper have different parameters 
(p or r) t o configure, each of which reflects the tradeoff between unicast cost 
and mult icast cost. To compare different schemes, we study the tradeoff graph 
of these proposed schemes as shown in Fig. 5(e). In the tradeoff graph, a point 
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Fig. 5. Costs and tradeoff of dynamic SDR using shifting and alignment (E[MJ = 103 ) 

on a curve denotes the multicast and unicast cost for the corresponding strategy 
with a particular parameter. For example, point A in Fig. 5(e) is associated with 
unicast cost of 853 and multicast cost of 27, denoting the total cost of 880 for the 
threshold-based shifting combined alignment of B=16 with parameter r = 0.98 
(point A in Fig. 5(d)). 

From the figure, we observe that reducing multicast cost comes at a cost 
of increasing unicast cost, and vice versa. The relative weight of unicast cost 
and multicast cost affects the choice of the optimal schemes and the operating 
parameters. If we treat unicast cost as expensive as multicast cost, in the tradeoff 
graph, all points on a line with a slope -1 are equally preferable. While points 
on a line close to point (0,0) are preferred over points on lines far away. In this 
sense, the threshold-based shifting combined alignment with block size B=16 
offers the best tradeoff among the algorithms considered, achieving an optimal 
value with multicast cost of 146 and unicast cost of 114 (point Bin Fig. 5(e)). 
In general, if the relative weight of unicast cost and multicast cost is w, the 
equal-preference lines will have slope -w in the tradeoff graph. In this case, the 
best approach and the optimal parameters may be different. 

5 Discussion 

Security. In this paper, we use three criteria to measure security: forward con
fidentiality, backward confidentiality and collusion problem. As we know, static 
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SDR maintains forward/backward confidentiality, and has no collusion problem. 
We find that those properties hold for dynamic SDR. Scratch proof is given out 
in [4]. 

Multicast Stateless. Among all group key management algorithms, static 
SDR belongs to the so-called stateless algorithms in that members do not need 
to keep track of history of rekeying. In dynamic SDR, KEKs (keys of resultant 
subsets) are long-lived and can be computed based on the secret information 
securely unicast to members. Multicast messages in dynamic SDR distribute 
only TEKs. The multicast messages are not required to be reliably delivered to 
members so as to maintain their states correctly. However, in dynamic SDR, 
the GCKS is required to reliably unicast a member the secret information for 
the new position when the member joins or shifts. For this reason, we classify 
dynamic SDR as a multicast stateless algorithm. 

6 Related Work 

Most scalable centralized key-management algorithms make use of a tree struc
ture to manage members. These algorithms could be broadly divided into state
ful algorithms and stateless algorithms depending on whether members need to 
track the communication history to participate in the group communication. In 
stateful algorithms ([2,6,10,11]), the active members are leaves ofthe tree. While 
in stateless algorithms ([8]), the potential members are leaves of the tree. 

LKH is a stateful algorithm. In an LKH tree, there is a leaf node correspond
ing to each active member. There is a key associated with each node in the tree, 
and each member holds a copy of every key on the path from its corresponding 
leaf node to the root of the tree. Hence, the key corresponding to the root node 
is shared by all members, and serves as the TEK. 

Static SDR is a stateless algorithm. In a static SDR tree, there is a leaf node 
corresponding to each potential member. Subsets are defined through the tree, 
and each member holds subset keys for all subsets to which it belongs. 

The performance of key-management algorithms is mostly determined by the 
positions of concurrent members in the tree. [5,12] propose methods to improve 
the performance of LKH by adjusting the positions of members dynamically 
so as to balance the key tree and reduce the overall height. Our work aims to 
improve the performance of SDR using the similar methodology - dynamically 
adjusting the positions of members. 

A performance comparison between static SDR and LKH is given in [3]. Both 
the key storage and the rekey communication cost are compared in different 
scenarios, e.g. immediate rekeying, periodical batch rekeying and membership 
batch rekeying. 
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7 Conclusion 

Static Subset Difference Revocation (SDR) is the current state of the art in 
stateless group rekeying algorithms. However, it works inefficiently when the 
number of the active members in the group is much less than the number of 
potential members, which is the case in many practical applications. 

In this paper, we have proposed a group rekeying algorithm, dynamic SDR, 
which still keeps multicast stateless without the requirement of estimating the 
number of all potential members. By dynamically constructing the key tree, 
dynamic SDR uses a smaller key tree sufficiently large for the currently active 
members rather than the potential members. The smaller key tree reduces both 
the key storage cost and rekey communication cost compared to static SDR. 
We also introduce some enhancements to further improve the performance of 
dynamic SDR. Our evaluation shows that dynamic SDR significantly improves 
the performance of static SDR, reducing by half the rekey communication cost 
in the case that the number of the currently active members is much less than 
the total number of potential members. Also, compared to static SDR, dynamic 
SDR does not need to know the maximum number of potential group members 
in advance, a value that can be difficult to estimate in practice. 
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