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Abstract. According to current TCP /IP implementations, the accel­
eration in additive-increase phase depends on the distance of connec­
tion. In this paper, the performance of Additive Irrerease and Multiplica­
tive Decrease (AIMD) congestion control algorithm in TCP is analyzed 
in two ways, both focusing on effects of the heterogeneity or the mix­
ture of different accelerations caused by different distances. First, we 
analyze flow time minimization, extending the competitive analysis by 
Edmonds et al. to heterogeneaus case. We show (a) the performance 
loss of TCP /IP in Long Fat Pipe Networks (LFNs) is caused by the 
heterogeneity rather than long distance itself. Next, we step forward to 
more realistic single-drop model, where upon each congestion only one, 
instead of all, connection drops rate, and analyze asymptotic total and 
per-connection bandwidth utilizations. We show (b) increasing thenum­
ber of connections makes total utilization better as opposed to common 
model, (c) in homogeneaus environments, victim policies or choice of 
which connection drops do not affect total utilization, and ( d) in het­
erogeneaus two-connection environments, maximum total utilization is 
achieved by certain victim policy which Ieads to unfair share, whereas 
fair utilization is achieved by certain random victim policy. 

1 Introduction 

The Transmission Control Protocol (TCP) is used by most data transfer in the 
Internet. It has been widely known [1,2] that the current implementations of 
TCP do not perform well in long-distance high-bandwidth networks, or Long 
Fat Pipe Networks (LFNs). These days, the backhone network over gigabits per 
second such as Abilene and GEANT is rapidly constructed, and the bandwidth 
of the links in the Internet, especially of the long-distance ones, is increasing. As 
a result, the Internet has become an LFN. However, the exact reason why the 
performance of TCP suffers in LFNs is not known. It is observed [3] that the 
negative impact of using faster network interface than the bottleneck capacity 
is more severe in long-latency connections than in short-latency connections. 

At the same time, there are more and more needs for the transfer of various 
kinds of large data. For example, people will send e-mails with video images of 
tens or hundreds of megabytes length in near future. As an example where huge 
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Fig. 1. A single-bottleneck network consisting of a bettleneck with bandwidth B and n 
connections with different distances. Each connection Ci has the acceleration ai which 
is inversely proportional to the square of its RTT. 

data is concerned, some research institutes currently receive data of terabytes 
produced by scientific measurement instruments by the physical transportation 
of Digital Linear Tapes (DLTs), but they can receive them online if the LFN 
problern is resolved [4]. This indicates the necessity of the analysis of the perfor­
mance of the long-time transfer of very !arge data. 

The congestion control in TCP makes a guess on the appropriate transmission 
rate by only using the data exchanged between the endpoints of the connection. 
The current congestion control algorithm increases the transmission rate by a in 
unit time while the transmission succeeds, and decreases it by multiplying 1 - ß 
to the current rate. This algorithm is called Additive Increase and Multiplicative 
Decrease (AIMD) [5]. 

In this paper, in quest of the exact reason the current TCP does not perform 
well on LFNs, theoretical analyses are performed from various viewpoints on 
the most fundamental network model with a single bottleneck, as depicted in 
Figure 1. The performance is analyzed in the case that each of the connections 
with different distances transfers large data. As we focus on the transfer of 
large data, we consider only the AIMD congestion avoidance phase of TCP 
of sufficiently long period, ignoring the effect of the slow start phase which is 
relatively short period of time. 

In the real world, the distance of a connection affects the behavior of the 
AIMD mainly in three ways. (1) Acceleration: In the AIMD algorithm, the 
transmission rate of a connection increases by a = c/T 2 per unit time while 
the transmission succeeds, where c is Sender Maximum Segment Size (SMSS), 
which is a constant for usual case, and T is Round Trip Time (RTT) , which 
reflects the distance of the connection. This a is called the acceleration of the 
connection. (2) Response time: Afteranode transmits its data, it takes the time 
amount of RTT to know whether the transmission has succeeded or failed. (3) 
The number of congestion points: Long-distance connections pass more conges­
tion points such as routers and switches than short-distance connections.- We 
focus on the difference of ( 1) to isolate the effects of different distances of con­
nections. We say the environment is homogeneaus if all the connections have an 
equal acceleration, and heterogeneaus otherwise. 

Edmonds et al. [6] consider the single-bottleneck network and prove by theo­
retical analysis that the AIMD algorithm performs well when all the connections 
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Fig. 2. Time evolution of the transmission rates r 1 and rz of the two connections with 
the accelerations a1 : az = 2 : 3 and the drop factor ß = 1/2. (a) uses the all-drop 
model, and (b) uses the single-drop model and Periodic victim policy. 

have a common acceleration, that is, in the homogeneaus case. In section 4, we 
extend their result to the heterogeneaus case and show a result that suggests 
the AIMD does not perform well when connections have different accelerations, 
thus explaining the low throughputs under the coexistence of short- and very­
long-distance communication. 

In section 5, we further analyze the total bandwidth utilization and the share 
of the available bandwidth in the stationary state. Many existing results, includ­
ing the result by Edmonds et al. and our extension to it, assume that when 
congestion occurs at the bottleneck, all the connections drop their transmission 
rate at the same time as depicted in Figure 2 (a). With this assumption, it is 
shown that the total utilization does not depend on the number of connections. 
To fill a gap between this assumption and the reality, we consider another model 
of the drop as shown in Figure 2 (b). In the new model, when congestion occurs, 
one connection is chosen as victim and only the victim drops its transmission 
rate and the transmission rate of the other connections does not change. We 
call this model the single-drop model and refer to the previous model as the 
all-drop model. In the single-drop model, we have several choices of the order in 
which the connections are chosen as a victim. We refer to these choices as victim 
policies. Victim policy is an abstraction of the algorithm executed by the bet­
tleneck router to choose which packet to discard when the network is congested. 
We investigate which victim policy maximizes the total utilization. In addition, 
we prove that in the all-drop model and some single-drop victim policies, the 
bandwidth is shared among the connections in proportion to their accelerations, 
hence unfairly in proportion to the inverse of the square of their RTTs, whereas 
one of the randomized victim policies results in fair per-connection utilization. 

2 Related Works 

TCP congestion control is an algorithm which works without knowledge about 
the bandwidth of links or information about other communication sharing the 
network. There are two approaches to the theoretical analysis of the performance 
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of such incomplete-information algorithms. Probabilistic analysis is the analysis 
of the average case after assuming some probabilistic distribution of the unknown 
information, and competitive analysis is the analysis of the worst competitive 
ratio of the performance to the fictional case where the complete information 
were available to an algorithm. 
Probabilistic analysis. Several papers [7,8,9] analyze how the throughput 
of homogeneaus TCP connections is affected by random packet losses under the 
assumption that every packet is dropped independently with a constant prob­
ability. De Vendictis et al. [10] consider the environment with two connections 
where one connection uses the current TCP and the other uses a different con­
gestion control algorithm called TCP Vegas, and analyze the throughputs of the 
connections in the stationary state. 
Competitive analysis. At the top of our knowledge, the application of the 
competitive analysis to the performance evaluation of TCP congestion control 
was first proposed and performed by Karp et al. [11] . They formalized the conges­
tion control as the algorithm to guess a secret available bandwidth which changes 
little by little over time. Edmonds et al. [6] consider the setting where multiple 
homogeneaus connection jobs arrive and complete over time. They regard TCP 
as an online and distributed algorithm to share the available bandwidth among 
ongoing connections and compare it to scheduling algorithms which share the 
available processors among ongoing jobs in the centralized manner. They show 
that TCP achieves a constant competitive ratio independent of the number of 
connections by the competitive analysis against the optimal offline scheduling 
algorithm. However, the result holds only for the homogeneaus case. 

3 Definitions 

Figure 1 illustrates the single-bottleneck network we consider. The network con­
sists of one bettleneck with bandwidth B, n senders S1, .. . , Sn on one side 
of the bottleneck, and n corresponding receivers R 1 , ... , Rn on the other side. 
Sender Si sends its data to receiver Ri, tagether making a connection Ci . Si 
sends data at the rate of ri per unit time, where ri, called the transmission rate 
of Ci, changes as time goes on. Any algorithm must control the transmission 
rates so that their sum 2:7=1 ri never exceed B. Herewe use fluid model: ri can 
be any nonnegative real value and the data can be sent as if it does not have 
the minimum unit such as a packet, an octet or even a bit. 

Each connection Ci is associated with three constants: the arriving time ai , 
the data length li > 0, and the acceleration ai > 0. The connection Ci starts at 
time ai to send li amount of data. We consider both the case of li < oo and the 
case of li = oo. The acceleration a i is used by the AIMD algorithm as described 
later. 

In this paper, the behavior of the AIMD congestion control algorithm is 
formalized as follows. A constant 0 < ß :S 1 fixed. ß is called drop factor and 
common to all the connections. Each Ci maintains its transmission rate ri 2 0 
as follows. While 2:7=1 ri < B, in other words, the sum of transmission rates of 
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the n connections is less than the bottleneck bandwidth, each Ci transmits an 
infinitesimally small amount ri dt of data for an infinitesimally short time dt and 
increases ri by ai dt. When 2:::~= 1 ri = B, meaning that the sum of transmission 
rates hits the bandwidth, what happens depends on which drop model we adopt. 
(1) All-drop model: All the r/s are multiplied by (1 - ß) instantly at the same 
time, as shown in Figure 2 (a). (2) Single-drop model: One connection Ci is 
chosen as victim and its transmissionrate ri is multiplied by (1 - ß) instantly. 
Note that in the single-drop model, the choice ofvictim is not unique, and we will 
discuss about victim policies in section 5. For example, Periodic victim policy 
defined in section 5.3 chooses every connection as victim in turn as shown in 
Figure 2 (b). 

When li < oo and J:i ri dt = li, meaning that connection Ci has sent all 
of its data, then connection Ci terminates. In this case, the time elapsed since 
the arriving time ai until the termination of Ci is called the ftow time fi of 
connection Ci , and the sum F = 2::~=l fi is just called the ftow time. 

In the current TCP congestion control algorithm, ß is fixed to 1/ 2, and ai 
is inversely proportional to the square of RTT of connection Ci. The case that 
ai 's are equal for all the connections is called homogeneaus case, and the other 
case heterogeneaus case. 

4 Competitive Analysis of Flow Time in Heterogeneous 
Environments 

In this section, we assume the all-drop model and we consider the case that 
li < oo for all i, that is, each sender sends a finite amount of data. In this 
setting, we consider the optimization problern of minimizing the flow time. 

Now consider the arriving time ai is not known until the request of data 
transfer of Ci arrives at time ai. Similarly, consider the data length li is not 
known until the sender sends li amount of data, reaching the end of data. This 
situation is common, because it corresponds to the case that the congestion con­
trol algorithm is implemented as a protocol stack independent of the application 
which decides when and which data tosend. The AIMD algorithm works without 
any problern in this situation, because it does not use any information given in 
future to work. In this sense, the AIMD algorithm is called an online algorithm. 

Besides, the AIMD is a distributed algorithm in the following sense. Each 
connection Ci only requires the information about its own parameters, ai, ai and 
li, and does not need to know the bottleneck bandwidth Bor the parameters of 
the other connections, provided the sender knows whether 2::: ri < B or 2::: ri = 
B. In TCP, this last additional information is supplied by the presence or the 
absence of acknowledgment from the receiver. 

In contrast to the online and distributed AIMD algorithm, we can consider 
fictional offline and centralized algorithms. This kind of algorithms know B, and 
ai and li of all the n connections before any request arrives, and controls all the 
r/s simultaneously. Because offline and centralized algorithms have more access 
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to knowledge than online and distributed algorithms like the AIMD, the optimal 
offiine and centralized algorithm achieves no Ionger flow time than the AIMD. 

For the homogeneaus case where o:1 = · · · = O:n = o:, Edmonds et al. prove 
the following. 

Theorem 1 ((6]). The AIMD is competitive to the optimal offline and central­
ized algorithm with a limited bottleneck bandwidth in the following sense. Let 
e: > 0 and 

1 2 
s=2(2+e:)·ß· 2-ß' (1) 

and suppose we compare the fiow time F(C) of the set C = {C1, . .. , Cn} of con­
nections achieved by the AIMD with bottleneck bandwidth B and that achieved 
FoPT(C) by the optimal offline and centralized algorithm with bottleneck band-
width Bjs. Then, for D = 4nßB/(so:) , it holds that Fop~ig+D ~ 2 + ~-

Now we consider the heterogeneaus case. As we mentioned in section 3, the 
flow time F(C) can be written by using the flow time fi of individual connection 
as F(C) = L~=l k In a similar way, we define modified fiow time as: F'(C) = 
L~=l o:di, that is, the sum of the flow times of the connections weighted by the 
accelerations of the connections. 

Then Theorem 1 is extended as follows. 

Theorem 2. Let C = {Cl, ... , Cn} be a set of Connections. Suppose O:min ~ 

o:i ~ O:max for all i, and o:i be a multiple of O:unit. Let e: > 0, and define s is in 
equation {1}. Let F(C) be the fiow time achieved by the AIMD with bottleneck 
bandwidth B and FoPT(C) be that achieved by the optimal offline and centralized 
algorithm with bottleneck bandwidth B / s. Then, it holds that 

-=-:---:-F--:'-'-( C_:.)_-==- < 2 + ~ 
F0'pT(C)+~D - c 

C:tuntt 

where D = n · ß2 ( 2-ß) · _!L 
2+e C.t:umt 

and -=--...:.....,..:.--- < -- + -F(C) O:max ( 2 4) 
FoPT(C) + D - Oimin c 

Proof (sketch). We make a new set C' of connections from the given set C so 
that all the Connections in C' have the acceleration of O:unit· Foreach connection 
Ci in C, let ni = O:i/Oiunit and divide Ci into ni equal connections with arriving 
time ai, data length ldni and acceleration O:unit· Then it holds F'(C') = F'(C). 
Because C' is made just by dividing the connections of C to smaller ones, it holds 
FbpT(C') ~ FbPT(C). The theorem is obtained by applying Theorem 1 to C'. 

This gives the same competitive ratio as the homogeneaus case for the mod­
ified flow time, and O:max/ O:min times as worse competitive ratio as the homoge­
neaus case for normal flow time. 

Because the modified flow time attaches importance to the flow time of Con­
nections with large acceleration, or short-distance connections, the fact proven 
above that the modified flow time is near optimal explains that in heterogeneaus 
case long-distance connections get less bandwidth, resulting worse competitive 
ratio of the normal flow time. 
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5 Analysis of Asymptotic Bandwidth Utilization 

In this section, we consider the case that li = oo for all i, that is, all the senders 
have infinite data to transmit and the connections never terminate. As discussed 
in the introduction, this is an approximation of the case that all the connections 
continue for a long time. Under this assumption, we analyze the asymptotic 
bandwidth utilization. 

Let us introduce some notations. Let A = L~=l o:i. The transmissionrate at 
timet is denoted by ri[t]. Let r[t] = (r1[t], ... ,rn[t])T. 

For t1 :::; t2, the amount Wi[t1, t2] of data transmitted in connection Ci 
between time t1 and t2 is Wi[t1, t2] = ftt12 r i [t] dt, and we let W[t1, t2] be the 
total amount of data transmitted in n Connections between the same period, 

The ( asymptotic) bandwidth utilization Ui of connection Ci and the ( asymp­
totic) total utilization U are defined as the limit of time average of the proportion 
of transmission rate in available bandwidth 1: 

U _ ~ 1. Wi[O,TJ 
, - B 1m T 

T-too 
and U _ ~ 1. W[O,T] 

- B lm T . 
T-too 

A larger total utilization means the algorithm makes use of much bandwidth 
and that it is efficient. Besides, a small variation in the values of Ui means the 
algorithm is fair. 

Most of the proofs are omitted due to space Iimitation. 

5.1 Totaland Per-connection Utilizations in All-Drop Case 

Theorem 3. In the all-drop model, the total and per-connection utilizations are 
u = 1 - ~ and ui = '7t u. 

The proof of Theorem 3 uses the idea of "adjusted" and "unadjusted" band­
widths used in [6]. Theorem 3 says that in the all-drop model, the total utiliza­
tion does not depend on the number of connections. This is different than the 
empirical fact. In the following sections, we consider the single-drop model. 

5.2 Total Utilization in Homogeneaus Single-Drop Case 

In this section we consider the homogeneaus single-drop case where o:1 = · · · = 
O:n = 0:. 

Theorem 4. In the homogeneaus single-drop model, total bandwidth utilization 
U is U = (2~ßf~:ß regardless of how we choose victim of each drop . 
1 Ui and U may not have limit values depending on the choice of victims. In such 

cases, ui and u are not defined . 
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Proof (sketch). By using the potential function 

(r) = _.!._. (2- ß){B2 - (B- I>i)2}- ß'I>?. 
<p 2a (2 - ß)n + ß 

it can be proven that for any t 1 ::; t 2 , 

which proves the claim. 

Theorem 4 shows that in the single-drop model, the total utilization U in­
creases as n increases, which means dividing data into multiple streams gives 
better total throughput. This is different from the case of the all-drop model. 

Here is an intuitive interpretation of Theorem 4 
Suppose we want to achieve high total utilization by choosing appropriate 

victim. When the sum I: ri of transmission rates hits the bandwidth B, we are 
forced to choose a victim Cv and decrease the sum I:ri by ßrv. One choice is 
to choose a connection with small r v as victim to keep I: r i relatively high and 
achieve a high throughput for a moment. But this way the other r i 's will increase 
a little, meaning that when a connection Cv' other than Cv is eventually chosen 
as victim, I: ri will decrease by much. Because we cannot continue choosing Cv 
as victim for an arbitrarily lang time, sooner or later we have to pay for the 
increased Cv', canceling the short-term gain of total utilization. 

5.3 Total and Per-connection Utilizations under Periodic Victim 
Policy 

In this section, we consider Periodic victim policy as a typical example of a 
deterministic policy. This policy is similar to the all-drop model in that it chooses 
every connection Ci equal times. 

Definition 1. Periodic victim policy is the policy where connection C1 is chosen 
as victim of the first drop, C2 of the next drop, then C3 , ... , Cn, and this process 
is repeated infinitely. An example is shown in Figure 2 (b}. 

Theorem 5. Under Periodic victim policy, it holds 

2- ß 
U = 2 - ß(l - I:~=l (ai/A)2)' 

The proof of Theorem 5 is based on the fact that the operation on vector r 
in every period is represented as the multiplication of a matrix. The theorem is 
obtained by computing the eigenvector of the matrix. 

Theorem 5 implies that under Periodic victim policy, the bandwidth is shared 
in proportion to ai like the all-drop model, and a/s with small deviation give 
better total utilization. 
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Fig. 3. Time evolution of the transmission rates r 1 and r2 of the two connections with 
the accelerations a1 : a2 = 1 : 9 and the drop factor ß = 1/ 2, under (a) Priority victim 
policy and (b) Share-Random victim policy. 

5.4 Upper and Lower Bounds of Total Utilization in Heterogeneous 
Single-Drop Case 

In this section, we consider Priority victim policy, which is the most unfair 
policy in some sense. Figure 3 (a) illustrates this policy. Intuitively, Priority 
victim policy chooses the connection Ci with the largest i that has nonzero 
transmission rate as victim. However, this informal definition is not accurate 
because the transmission rates are always nonzero. Instead, we define Priority 
victim policy as follows. 

Definition 2. Let 0 < s < 1/n. s-Priority victim policy is the policy where on 
every drop, connection Ci with the Zargest i that satisfies ri ~ sB is chosen as 
victim. Priority victim policy is the Limit of s-Priority policy as s ---7 0. 

Theorem 6. Let Ao = 0 and A i = a 1 + · · · + ai. Under Priority victim policy, 

n i-1 u = 1- IJ (2 - ß)A- 1 + ßai ui = (2 - ß)ai II (2 - ß)Aj- 1 + ßaj 
i=1 (2 - ß )Ai- 1 + 2ai' (2- ß)Ai- 1 + 2ai j=l (2 - ß)Aj-1 + 2aj · 

When n = 2, Priority victim policy gives the maximum and the minimum of 
the total utilization as the following theorem implies. 

Theorem 7. Let n = 2 and a 1 :::; a2. lf the total utilization U converges to 
some value, it holds 

1 _ f!_ . ßa1 + (2 - ß)a2 < U < 1 _ f!_ . (2 - ß)a1 + ßa2. 
2 2a1 + (2 - ß)a2 - - 2 (2 - ß)a1 + 2a2 

The proof of Theorem 7 uses potential function method with the potential 
function 

<p(r) = ((2 - ß)a1 + ßa2)r1((2- ß)B - rt) + 2(2 - ß )al(B - r1)r2 - 2a1r§ 
2a1((2- ß)al + 2a2) · 
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This theorem indicates an interesting fact that as long as the total utilization 
is concerned, the router should discard the packet from the connection with 
the higher acceleration upon congestion. This strategy may also be useful to 
discourage the use of high acceleration by selfish connection, thus achieving high 
total utilization and penalty to selfish connection at the same time. 

5.5 Total Utilization with Two Heterogeneous Connections under 
(pl,P2)-Random Victim Policy 

In this section, we assume n = 2 and consider the following (p1, P2 )-Random 
policy. 

Definition 3. Let Pl,P2 > 0 and Pl + P2 = 1. (p1 ,p2)-Random victim policy is 
the policy wheTe on every drop1 C1 is chosen as victim with probability p 1 and 
C2 with P2· 

When a randomized victim policy is used, the value of W[t1, t2] varies de­
pending on random choices. Therefore, we consider the expected total utilization 
E[U] and E[Ui]· 

Theorem 8. Let Pl = al/A a.nd P2 = a2/A. FoT any s = (sb s2)T with s1 + 
s 2 ::;:; B 1 the expected total and peT-connection utilization undeT the condition 
r[t0] = s aTe given by E[U] = 2~2~:) and E[U1] = E [U2] = ;:::~. 

The proof uses the potential function which is quadratic in T 1 and T2. 
This means that by choosing victim with probabilities proportional to ai, the 

total utilization is equal to that in the two-connection homogeneaus case and the 
two connections share the bandwidth in a fair manner, avoiding the inefficiency 
and unfairness caused by the heterogeneity. 

5.6 Simulation of Two Heterogeneous Connections under 
Share-Random Victim Policy 

Definition 4. Share-Random victim policy is the policy wheTe on eveTy drop1 

each Ci is chosen as victim with probability Ti/ B 1 as shown in FiguTe 3 (b). 

Share-Random victim policy is the policy which is most easily implemented 
by a router placed at the bottleneck. Provided all the packets are infinitesimally 
short and the same length, the number of packets received by the router for 
each connection Ci at some moment is in proportion to the transmissionrate Ti· 
When the sum ,L Ti exceeds the capacity B of the router, the router will discard 
one packet received at the moment, which is for the connection Ci with the 
probability rd B. This scenario assumed the drop-tail behavior of the router, 
but the same thing happens if the router uses the Random Early Detection 
(RED) [12] given the buffer in the router is small enough. 

We performed the numerical simulation of the ut ilizations by two connections 
under Share-Random policy, with B and ß = 1/2 fixed and a 1 and a 2 altered 
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Fig. 4. Total utilization U and the utilizations U; by each connection C; of two con­
nections under Share-Random victim policy with ß = 1/ 2, B = 1 and different values 
for a1 and a2, while keeping a1 + a2 = 1. 

while maintaining A = o:1 +o:2 = 1. Figure 4 shows the total and per-connection 
utilizations in this case. From Figure 4 (b) and the results with other values of 
ß, we conjecture the following. 

Conjecture. In heterogeneaus two-connection case under Share-Random victim 
policy, it holds 

E[U] = (1 - ~) (1 + .:!:P._ · Jo:1o:2) . 
2 4-ß A 

In addition, Figure 4 (a) suggests that in Share-Randern case, the sharing of 
bandwidth among the connections is closer to the fair sharing than the all-drop 
case and the single-drop Periodic case. It is nearly proportional to the square root 
of the acceleration, or inversely proportional to RTT. This can be interpreted 
that the Share-Random victim policy mitigates the unfairness caused by different 
accelerations by choosing the connection with higher throughput more often than 
the other connection. 

6 Conclusion and Future Works 

We performed analyses of the performance of AIMD congestion control algorithm 
focusing on the heterogeneity of accelerations o:i of connections. The competitive 
analysis of the total fl.ow time showed that the performance loss was caused by 
the heterogeneity, suggesting that one of the causes of performance problern of 
TCP in LFNs is the mixture of Connections with different distances, rather than 
just the long distances of connections. The analysis of bandwidth utilization in 
stationary state revealed that the victim policy greatly affected the performance. 
When two connections with different accelerations exist, the maximum total 
utilization is achieved by Priority victim policy and the fair utilization is achieved 
by (Pl ,P2)-Random policy. 

To tackle the LFN problem, many alternative congestion control algorithms 
for TCP have been proposed [13,14,15]. The extension of our analyses to these 
new congestion control algorithms will be useful to compare them. 
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