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Abstract. This paper 1 presents and evaluates Hash-Based DSR, a 
DSR extension for !arge networks. This protocol reduces the per-packet 
control overhead of DSR by compressing the source-route with a Bloom 
filter. Simulations on !arge networks show that H B- D SR increases the 
network capacity by a factor of up to 15. H B- DSR is an attractive 
extension to DSR for !arge ad-hoc networks. 
Another important property of HE- DSR is that, as opposed to DSR, 
its performance is similar for IPv4 and IPv6. While 1Pv6 !arge addresses 
areprohibitive in DSR, we show by simulations that HE- DSR per­
forms as weil for both IP versions. This is important contribution consid­
ering the growing interest of the wireless network community for 1Pv6. 

1 Introduction 

In an ad hoc wireless network, mobile nodes communicate with each other using 
multi-hop wireless links. Each node is also a router and is therefore part of the 
routing infrastructure. The bandwidth and the nodes' capacity (processing and 
power) of such networks are usually very limited. Therefore one of the biggest 
scientific challenges of this area is to design routing protocols that minimize the 
control overhead, i.e. the bandwidth overhead used to establish and maintain 
the routes, as much as possible. 

Several protocols have been proposed recently. One of them is the Dynamic 
Source Routing (DSR) protocol [2] . The main characteristic of DSR is that it 
uses source-routing to route packets from the source to the destination. DSR 
is probably one of the most efficient protocols. However it has two important 
limitations: 

1. Sealability limitation: DSR uses source-routing and, as a result, does not 
scale to large networks. 

2. IPv6 unfriendly: IPv6's large address space limits considerably the perfor­
mance of DSR. This is an important drawback considering the growing in­
terest of the wireless community for IPv6. 

1 A full version of this paper is available as Technical Report INRIA-4784 [1]. 
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Our goal is to propose an extension to DSR that overcomes these two prob­
lems, while still preserving its current features. We propose Hash-Based DSR, a 
protocol that compresses the list of addresses in the source-route using a Bloom 
filter [3]. Instead of inserting a source-routing option in each packet, as in DSR, 
the source inserts the corresponding Bloom filter. 

The rest of the paper is organized as follows: Section 2 presents the proposed 
Hash-Based DSR protocol. In Section 3, some simulation results are presented 
and analyzed. Section 4 presents some related work. Finally, the last section 
concludes the paper. 

2 Hash-Based DSR 

One of the biggest limitations of DSR for large network is that it uses Source­
routing to route packets. A DSR packet must carry the IP addresses of all the 
nodes that are on the path from the source to the destination. The generated 
bandwidth overhead is significant when the source and the destination are far 
from each other. Indeed as we will show later in our simulations (see Figure 5), 
this control overhead can use up to 95% of the network bandwith when t he path 
length is about 100 nodes. This overhead is not acceptable and lirnits the use of 
DSR to small networks. 

We propose, in this paper, Hash-Based DSR (HB-DSR) a DSR extension for 
large ad-hoc networks. The main idea of our scheme is to compress the list of 
addresses in the source-route using a Bloom filter. Instead of inserting a source­
routing option in each packets as in DSR, the source inserts the corresponding 
Bloom filter. The resulting protocol is very similar to DSR and inherits from 
most of its features. Furthermore since the filter used in each packet is much 
smaller that the list of addresses, H B - DSR is much more scalable than DSR 
for large networks. 

2.1 Bloom Filters 

A Bloom filter is a m-bit vector v that codes the membership of a set A = 
{ a1, a2, .. , an} of n elements [3]. The idea is to allocate a vector v of m bits, ini­
tially all set to 0, and then to choose kindependent hash functions, h1, h2, ... ,hk, 
each with a range {1, ... , m }. For each element a of A, the k bits at positions 
h1(a), h2(a), ... ,hk(a) in v are set to 1. 

To verify whether a element b is the set A , it is enough to verify if all the k 
bits at positions h1(b), h2(b), ... ,hk(b) in v are set to 1. If any ofthem is set to 
0, b does clearly not belong to A. If all the bits are set to 1, then bis probably 
a member of A, although there is some probability that bis not a member of A. 
This is called a false positive. The probability a false positive can be calculated 
in a Straightforward fashion. After all the elements of A are coded in the Bloom 
filter, the probability that a specific bit is still set to 0 is: (1 - 1/ m )kn The 
probability of a false positive is then: 

(1) 
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It can be shown that for a given m and n, the optimal value of hash functions 
to used, k, is k = ln2 xmjn. There is a clear trade-off between the size of the filter 
m and the probability of a false positive. For a given n, fp can be decreased by 
increasing m. However increasing m reduces the compression rate of the Bloom 
filter. The optimal value of m is application-specific. For some applications, the 
false-positive rate must be very small and as a result m must be large. Other 
applications can tolerate higher false positive rates and therefore can use smaller 
values of m. 

2.2 Protocol Overview 

In HB - DSR, the DSR source-routing option is compressed using a Bloom 
filter. The set A is therefore composed of the nodes' IP addresses of the path 
from the source to the destination. n is equal to the path length. The proposed 
protocol is the following: 

1. A source S that wants tosend packets to a destination D, invokes the DSR 
route discovery protocol. It then receives a Route Reply that contains the list 
of the nodes' addresses along the path from S to D. 

2. S then computes from these addresses the corresponding Bloom filter as 
follows: 

1: for (j = 1;j < plen;j + +) do 
2: for ( i = 0; i < k; i + +) do 
3: BF[hash(iJAddr1).mod(m)] = 1; 
4: end for 
5: end for 

where the Bloom filter, BF, is a bit-string of size m, k is the number of 
hashes used and Addrj are the (plen- 1) addresses on the path from S to 
D 2. 

3. When S sendspackets to D, it inserts a (newly defined) hop-by-hop option 
that carries the bloom filter and the value of the parameter k (the number 
of hashes to use). 

4. Upon receiving a packet, a node verifies whether the destination address is 
one of its addresses. If this is the case, the packet has reached its destina­
tion. If destination address is not one of its addresses and the T LL is zero, 
the packet is dropped, otherwise the node verifies if any of its neighbors' 
addresses (except the one it received the packet from) are contained in the 
Bloom filter carried in the packet using the following algorithm: 

1: for (j = 1;j <= R;j + +) do 
2: I sM ember[j] = 1; 
3: for (i=O;i<k;i++) do 
4: if (BF[hash(iJaddrj) .mod(m)] == 0) then 
5: I sM ember[j] = 0; 
6: end if 
7: end for 

2 The following sections describe how the parameters m and k are chosen. 
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8: end for 
where R is the nurober of neighbors N1 defined by their address, addr1. 
If, when the algorithm terminates I sM ember[j] is set to 1 then the neighbor 
N1 belongs to the filter and is therefore a node on the path from S to D, 
otherwise N1 does not belong to the filter. If a neighbor belongs to the Bloom 
Filter, the packet's TTL is decremented and the packet is forwarded tothat 
neighbor. If not, the packet is silently dropped (the packet was probably 
mis-routed from a false positive). If there are several neighbors that are 
contained in the packet's filter ( this is the result of false positives), the 
packet is duplicated and forwarded to each of these neighbors. 

As a result of this protocol, the packets are forwarded hop-by-hop until the 
destination. 

The filter's size is obviously a crucial parameter of our protocol. In fact if 
the filter's size is too small, false positives will be frequent and the packets will 
be mis-routed. Although the packets will reach their destination, the bandwidth 
overhead will be quite large. On the other hand, if the filter's size is very large, 
false positives will be rare (and therefore no many packets will be mis-routed) 
but the size of the packets will be larger ( since they carry the filter) and the 
benefit of the compression will be reduced. 

2.3 Filter Size Computation 

This section presents two different approaches to compute the size of the Bloom 
filter. In the first one (open-loop algorithm), a mobile host computes the "op­
timal" size using some cost function. This computation is performed locally 
without any feedback from the network. In the second approach (closed-loop 
algorithm) , a host computes the filter size using some inputs he gets from the 
network. Both approaches can be used conjointly. 

Notation. In this section, we define and use the following notation: 
- plen: the path length from source to destination. 

- R: the average number of neighbors per intermediate node. 
- fp: the false positive probability. 
- IP_addr_size: the size of an IP address (32 bits for IPv4 and 128 bits for IPv6). 
- IP _head_size: the size of an IP header. 
- IP_opt_size: the size of the IP option header that carries a Bloom filter. 
- pkt_size: the total size of a packet including its IP header, options and its data. 
- m: the size of the Bloom filter. 

Open-loop Algorithm. In DSR, the routing overhead resulting from the 
source routing is defined by: 

dsr _cost = plen x [ (plen - 1) x I P _addr _size + I P _opt_size] ( 2) 

In HB-DSR, the routing cost results from (1) the Bloom filterthat each packet 
carries and (2) the false positives. If a packet creates a false positiveat a node, 
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Fig. 1. HB-DSR routing 

the packet is sent to one or several wrong paths. Let us consider the scenario 
displayed in Figure 1. In this figure, S is sending packets to D. The path length, 
plen is equal to 3. 

At the first node, N1, the probability that a false positive happens towards 
N3 (resp. N6) is defined by fp. The resulting cost is fpxpkLsi ze. The probability 
that the forwarded packet is forwarded to N4 (resp. N8) or to N5 (resp. N7) is 
fp2. The induced cost is then fp2 xpkLsize. The probability that the forwarded 
packet is forwarded by N4 or N5 is zero because the TTL has then reached zero. 
The total cost at node Nl is therefore: 

CostN1 = 2 X pkt_size X [fp + (R- 1) X fp2] (3) 

Similarly at the second node, N2, the probability that a false positive happens 
towards N9 (resp. NlO) is fp. The resulting cost is fp x pkt_size. The probability 
that this packet is forwarded by N9 (resp. NlO) is zero because the TTL is then 
0. The total cost at node N2 is then: 

CostN2 = 2 x pkLsize x fp (4) 

More generally, the cost at node Nx ( with 0 < x < plen) is defined by: 

plen-x -1 

CostNx = (R- 2) X pkt_size x fp x L ((R- l)i x fpi ) (5) 
i = Ü 

As a result, the total cost resulting from the false positives by a packet sent 
from a source to a destination is defined as follows: 

f '1\'plen-1 C p_cost = 6 j=1 ostNj 

= (R- 2) X pkLsize X jp X [I:;:;-2 ((plen-j - 1) X (R - l)j X jpi)J 
(6) 

where fp is computed as follows: 
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Fig. 2. HB-DSR cost vs m 

jp = (1/2)ln(2)xmfplen (7) 

The total HB-DSR overhead is the cost resulting from the false positive and 
the cost of carrying the filter in each packet, i.e: 

hbdsr _cost = plen x (I P _opt_size + m) + fp_cost (8) 

Figure 2 plots the hbdsr _cost function according to m for several path lengths 
(plen). This figure shows that, for a given path length, there is only one value 
of m that minimizes the cost function. 

In HB-DSR, when a source wants tosend packet to a destination it performs 
a DSR route discovery. It then receives a Route Reply that contains the list of 
addresses along the path. It can deduce from this information the path length 
(plen) but still need to estimate the parameter R. We propose to extend the 
route request and reply messages with a CN (Cumulative Neighbors) field. The 
field is set to 0 in the route request by the source. Each intermediate node that 
forwards it increments this CN field by the nurober of its neighbors. When the 
destination receives the route request, it copies the CN value in the route reply 
and sends it to the source. The source can then compute an estimate of the 
parameter R by dividing the value CN by the path length (plen). 

Once the source has an estimate of plen and R, it computes for several m 
the value of the cost function hbdsr _cost and uses the value of m that minimizes 
it. 

Closed-loop Algorithm. In the previous section, the source computes the 
filter size using a cost function. However in some scenarios, the source can still 
suffer from the cost of false positives. An closed-loop algorithm is often more 
efficient and practical. We therefore propose to use some feedbacks from the 
network to tune the filter size. 
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We define, FP_DUP, a new error message. When a node, Ni, detects one 
or several false positives (i.e. there are more than one neighbor, let's say ri 
neighbors, in the filter), it returns a FP_DUP message to the source. This message 
contains the number of neighbors contained in the filter, i.e. ri, at node Ni. 

In order to avoid the explosion of FP_DUP messages and to avoid routing 
loop, we propose that nodes drop packets that have experienced two or more 
false positives. When a node detects a false positive upon reception of a packet, 
it sends a FP_DUP to the source and set a bit (the D bit) in the packet to 1. If 
this bit is already set, the packet is dropped and, instead of a FP.JJUP message, 
a FP_DROP message is sent to the source. 

The source executes the following algorithm: 

- Step1: If the source receives one or several FP_DROP messages, it increases 
the filter size by one unit (i.e as shown in Section 3 by 64 bits for IPv6 or 
32 bits for IPv4). The algorithm is then re-executed. 

- Step2: If the source receives one or several FP_DUP (but no FP_DROP 
message) that specify N false positives, the source computes FP_cost, the 
cost resulting from the N false positives: 

F P _cost = N x pkLsize (9) 

It also computes, Delta_cost, the cost resulting from increasing the filter size 
by one unit, BF _unit. 

Delta_cost = plen x BF _unit (10) 

If Delta_cost < F P _cost then t he filter's size is incremented by one unit and 
the algorithm is re-executed. Otherwise the filter size is kept to m and the 
algorithm terminates. 

- Step3: If the source does not receive any FP_DUP nor any FP_DROP mes­
sages for a given value of m and if this m was not obtained from Step2, the 
source decrements m by one unit and the algorithm is re-executed. Otherwise 
the algorithm terminates. 

3 Simulation 

3.1 Simulation Model 

The main goal of our simulations is to evaluate the gain of our approach 
over DSR. We mainly focus our simulations on the per-packet bandwidth gain 
achieved by compressing the source-routes with Bloom filters. We do not con­
sider the control messages (such as RREP, RREQ or RRER) overhead since they 
are identical in DSR and H B - DSR. Furthermore, for simplicity, we do not 
consider mobility in our simulations. The main contribution of our scheme is to 
reduce the per-packet control overhead. All the rest, including mobility manage­
ment, is similar to DSR. We expect the mobility management performance of 
DSR and HB-DSR tobe very similar. 
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(a) MANET1 (b) MANET2 

Fig. 3. Network topology 

We considered two different network topologies (see Figure 3). Bothof them 
contain 3600 nodes. The topology of the first one (MANET1) is a t ree and as 
a result there is only one possible path from a given source to a given destina­
tion. The second one (MAN ET2 ) is highly connected ( a node has on average 4 
neighbors while in MANET1 a node has on average 2.8 neighbors) and there 
are several paths for a given source to a given destination. 

For each of the network, we randomly select the source and the destination. 
We then simulate the routing of packets from the source to the destination using 
DSR and the 3 following variants of HB - DSR: 

1. HB- DSR: the filter size is constant (88 bits for IPv6). 
2. AHB- DSRo (A stands for Adaptive): the filter size is computed using the 

cost function described in Section 2.3. 
3. AH B- DSR: the filter size is computed using the cost function described in 

Section 2.3 and adjusted using feedbacks from the network (F P _DU P and 
FP_DROP messages), as described in Section 2.3. 

We run these simulations 2500 times for IPv6 and IPv4. 

3.2 Performance Results 

Figure 4 displays the bandwidth gain of HB - DSR, AHB - DSR0 and 
AH B - DSR for IPv6 according to the path length between the source and 
the destination. We compute the bandwidth gain of a scheme S by dividing the 
bandwith used by DSR to transmit a packet containing 64 bytes of data by the 
bandwidth used by the scheme S to transmit the same data to the destination. 
Each hop-wise transmission is counted as one transmission. We assume here 
that the route discovery phase has been performed and that the source knows 
the route to the destination. 

The results show that: 
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Fig. 4. Bandwidth gain (1Pv6; data-size = 64 bytes) 

- H B-DSR: When m is fixed and equal to 88, the gain decreases considerably 
with the path length. These results were expected because when the path 
length is large, the false positive rate is close to 1 and most of the transmitted 
packets are broadcast. For MAN ET1, the gain is always greater than one 
because the network is not highly connected and the broadcast cost is not 
too high (and a least lower than source-routing) . In contrast, for MANET2, 
the gain converges to 0. MAN ET2 is highly connected and the cost of broad­
casting a packet is very large. It is more efficient to use source-routing, i.e. 
regular DSR, in this scenario. 

- AHB- DSRo: The performance for MANET1 and MANET2 are very 
different. With MAN ET1 the gain is always greater than one and increases 
with the path length. When the path length is 100 nodes, the achieved 
gain is 10. This means that the network can accommodate 10 times more 
connections than ifDSR was used. With MANET2, AHB-DSRo does not 
perform weH and its performance fl.uctuates a lot. These results are explained 
by the different costs of a false positive in each networks. In MAN ET1, the 
cost of a false positive is not too high because the network is not very weH 
connected and the mis-routed packets die out quickly. In MANET2, the 
false positive cost is quite high. In fact, since each node has a higher number 
of neighbors, the probability of a false positive is larger and as a result, false 
positives are more frequent. Furthermore, if a packet is mis-routed twice in 
a row, it can reach the correct path again and enter a routing loop. 

AH B- DSR: AH B- DSR corrects the problems ofthe AH B- DSR0 . By 
using feedbacks, the source can adjust the value of m accurately and min­
imizes the number of mis-routed packets. The gain increases with the path 
length. The gain obtained with MAN ET1 is larger than the gain achieved 
with MAN ET2 . Indeed, since the connectivity is smaHer, fewer bits are re­
quired per bloom filters in MAN ET1. 
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(a) MANET1 (b) MA ET2 

Fig. 5. DSR and AH-BDSR bandwidth cost (IPv6) 

Figure 5 presents the bandwidth cost of AH B- DSR and DSR. The band­
width cost of a given proposal is computed by dividing the number of bytes 
necessary to transmit a given piece of data from the source to the destination 
using the proposal by the number of bytes necessary to transmit the same data 
with regular IP. This cost actually measures the control cost resulting from car­
rying in each packet a source-route or a Bloom Filter. We consider two data-sizes: 
8 and 64 bytes. The results show that DSR cost increases drastically with the 
path length. In fact since a packet carries the addresses of all the nodes from 
the source to the destination, the control cost increases with the path length. 
When the path length is 100, the cost of DSR for a data size of 64 bytes is 20. 
This means that the cost of sending 64 bytes from the source to the destination 
is 20 times larger than the cost needed to transport the same data in a regular 
IP packet (i.e. without the source-routing option) . The cost to transport these 
data with AH B - DSR goes down to 3. This is the result of compressing the 
source-address with a Bloom filter. As we will see later in this section, this cost 
is much lower when the data size is larger. 

Figures 6 compare the performance obtained with IPv4 and IPv6. They dis­
play the bandwidth (in bytes) used by DSR and AHB- DSR to transmit 
64 bytes of data from the source to the destination with IPv4 and IPv6. Each 
hop-wise transmission is counted as one transmission. These results show: 

1. DSR is moreexpensive in IPv6 than in IPv4. In fact since addresses are much 
larger in IPv6 than in IPv4, the source-routing overhead is much larger. As 
a result, IPv6-DSR is more expensive than IPv4-DSR in term of bandwidth. 

2. IPv4 and IPv6 AHB- DSR costs are very similar. The filter's size used by 
AHB- DSR is independent from the IP version. The resulting cost is the 
same despite large IPv6 address size. This result is very encouraging. While 
IPv6 is an handicap for DSR, it becomes very attractive for AH B- DSR. 
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Fig. 6. IPv4 vs IPv6 bandwidth (data-size= 64 bytes) 

4 Related Work 

Bloom filters have recently received attention in the networking area. A complete 
survey of these proposals can be found in [4]. [5] introduces a Iongest prefix 
matehing algorithm that deploys "counting Bloom filters", in order to efficiently 
narrow the scope of the search and hence increase the IP lookup speed. [6] 
proposes using Bloom filters to reduce the storage cost of interface lists held by 
routers for group communications. Instead of maintaining a list of interfaces for 
each group, for each interface a Bloom filter is maintained. If a group is active 
with respect to an interface, then the corresponding Bloom filter is inserted 
the group. False positives, in this case, lead to some packets being forwarded 
incorrectly, which will be eventually discarded by other nodes. 

In another related work we have proposed using Bloom filters for reducing 
the broadcast cost of paging in IP-based cellular systems [7] . IP paging is an 
optimization that allows the mobile IP hosts to preserve energy by entering 
dormant mode within the boundaries of a wide paging area. Using "hash-based 
paging" the paging sub-system inserts the IP addresses of the called dormant 
hosts (in the same paging area) into a Bloom filter , and page them concurrently 
by broadcasting a single paging message. Similarly to HB- DSR, hash-based 
IP paging is more attractive for 1Pv6, since a paging message that contains a 
number of 128-bit IPv6 addresses would consume too much bandwidth. 

The proposed optimization has some relevance with header compression, but 
in a more general sense. The term "header compression" mostly implies tech­
niques such as [8][9] [10] . These techniques are based on the observation that most 
TCP /IP header fields never or seldom change during a session, and can easily be 
compressed. The proposed optimization is more a compression technique that 
is specific to a list of IP addresses. Compression can be made in a stateless 
fashion. Decompression is replaced by membership query, which is also stateless. 
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This allows H B- DSR to compress source-routes while avoiding routing state 
( or, routing context) at intermediate nodes. 

5 Conclusions 

Wehave presented and evaluated Hash-Based DSR, a DSR extension for large 
networks. This protocol reduces the per-packet control overhead of DSR by com­
pressing the source-route with a Bloom filter. The simulation results on large 
networks (diameter of 100 nodes) show that HB- DSR increases the network 
capacity by a factor of up to 15. 

Another important benefit of HB- DSR over DSR.isthat its performance 
is similar for IPv4 and IPv6. In fact while IPv6 large addresses are prohibitive 
in DSR, we showed by simulations that HB- DSR performs as well for both 
IP versions. We expect this result to generate a lot of interest in the IPv6 com­
munity. 

H B- DS R can be extended to support one-to-many communication. In fact, 
if a source knows the source-routes to each of its destinations, it can build the 
Bloom filter that contains all the nodes of the delivery tree. By inserting such 
filter in a packet, the packet will be routed from the source to its destinations 
using the optimal delivery tree. We believe that this approach is promising for 
small groups. 
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