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Abstract. A family of message propagation protocols for highly 
mobile ad-hoc networks is defined, and is studied analytically and by 
simulation. The coverage of a message (the fraction of nodes that receive 
it), can be made arbitrarily close to 1, at a moderate cost of extra 
message traffic. Under certain simplifying assumptions, it is shown that 
a high coverage is achieved by making a total of 0 ( n In n) broadcasts, 
where n is the number of nodes, and the time to propagate a message is 
O(ln n). The effect of various parameters on the protocol performance 
is examined. 
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1 Introduction 

Recent advances in the technologies of mobile devices and wireless communica­
tion have given rise to an increasingly popular form of networking, called Mobile 
Ad-hoc networking. A Mobile Ad-hoc network (MANET) consists of small, ver­
satile and powerful mobile computing devices (nodes). It is typically formed at 
short notice and does not make use of any fixed networking infrastructure. A 
distinguishing feature of a MANET is that the nodes are not just the sources 
of message traffic but also engage in forwarding messages to final destinations; 
given that the nodes can be highly mobile, a MANET is a dynamic network 
characterized by frequent and hard-to-predict topological changes. 

An application of a mobile network usually involves user collaboration to­
wards achieving a common goal, in situations where access to base stations is 
unavailable or unreliable (e.g., command and control or disaster relief). The suc­
cess of such collaborative undertakings depends to a large extent on the provision 
of reliable multicast [4]. That is, a message originating at any node should reach 
all other nodes within a reasonably short period of time. Unfortunately, both 
the nature of the devices (limited memory and power), and their mobility, imply 
that a guaranteed reliable mult icast is not normally achievable in a MANET. 
Our objective, t herefore, is to devise and evaluate mult icast protocols which aim 
to maximize the probability of delivering a message to all nodes, while keeping 
the propagation time as low as possible. 
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Existing work in this area has concentrated on minimizing the number of 
broadcasts carried out while propagating a message. Several protocols have been 
proposed, where the nodes maintain pro-actively, or construct on demand, dis­
tributed state information about the network topology. That state information 
is then used for the purpose of improving coverage with small overhead (see [2, 
9,3,1]). When the degree of mobility is low, these protocols perform well, but 
when it is high, the network state information can become out-of-date quickly 
and the coverage achieved (i.e., the fraction of nodes that receive a message) can 
be poor [8,10]. 

A topology-independent and stateless protocol that seems to work better in 
highly mobile networks is 'flooding'. Every node broadcasts every message once, 
either immediately upon receipt or after a random interval (for a study of basic 
flooding, see Ho et al [5]; an optimized version was examined in Ni et al [7]). 
The coverage achieved by flooding depends not only on the mobility pattern, but 
also on the 'density' of nodes (usually defined as the average number of nodes 
within a disc of radius equal to the wireless range). When the density is low, the 
flooding coverage tends to be poor. 

We propose, and study, a family of protocols which preserve the topology­
independent nature of flooding, while being able to achieve coverage levels arbi­
trarily close to 1, for any node density. Of course a specific high coverage cannot 
be guaranteed in any given instance, but can be expected with high probability. 
These protocols are based on a notion of 'encounter' , and are controlled by an 
'encounter threshold' parameter. The cost paid for a high coverage is an increase 
in the message traffi.c, since messages are broadcast more than once by each node. 
Under certain simplifying assumptions, it is shown that to achieve a coverage 
close to 1 in a network with n nodes, the total average number of broadcasts per 
message is on the order of O(nlnn). This isamoderate increase on the O(n) 
broadcasts carried out in flooding. The propagation time of a message is on the 
order of O(ln n). Various aspects of the protocols' performance are examined by 
simulation. 

The model, and the message propagation protocols, are described in section 
2. Some analytical results concerning the propagation time and the number of 
broadcasts are obtained in section 3. The outcomes of a number of simulation 
experiments are presented in section 4, while section 5 summarizes the results 
obtained and outlines avenues of further enquiry. 

2 The Model 

The system under consideration consists of n mobile nodes which move within 
a given terrain. The nodes communicate with each other using wireless technol­
ogy, but without any fixed network infrastructure support. That is, the nodes 
themselves are the sources as well as the forwarders of the message traffi.c, and 
thus form a mobile ad-hoc network. Each node has a unique identifier (MAC or 
IP address). It is assumed that nodes do not fail; however, due to their mobility, 
they may become disconnected, and reconnected, as they move out of and into 
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each other's wireless range. Thus, the structure of the network can change with 
time in an unpredictable manner. For simplicity, assume that the wireless ranges 
of all nodes are equal and remain constant during the period of interest. 

The movement of each node is governed by some 'mobility pattern', which 
controls its current speed and direction. It is assumed that the n nodes are 
statistically identical, i.e. the rules of their mobility patterns are the same, and 
any random variables involved have the same distributions for all nodes. 

Weshall define a protocol whose principal objective is to deliver a message, 
originating at any node, to all other nodes with high probability. A secondary 
objective is to minimize, as far as possible, the memory requirements at each 
node. In fact, what will be defined is not a single protocol, but a family of 
protocols depending on an integer parameter, T . 

Node i (i = 1, 2, ... , n) advertises its presence by broadcasting, at regular 
intervals, a signal carrying its identifier and saying, essentially, 'hello, this is 
node i'. It also listens for similar signals from other nodes and maintains a 
list, {j11 j 2 , ... ,jk}, of the nodes, other than itself, that it can hear. That list 
is called the 'current neighbourhood' of node i. At any moment in time, any 
current neighbourhood may be empty, or it may contain any number of other 
nodes. 

The current neighbourhood of node i changes when a node which was in 
it, say ]I, moves out of range, or when a node which was not in it, say Jk+l, 
moves into range. The latter event is called an 'encounter'; that is, node i is 
said to encounter node Jk+l· Note that, since 'hello' signalsarenot assumed to 
be synchronized among the nodes, if node i encounters node j, node j does not 
necessarily encounter node i at the same time. Also note that , if node j leaves 
the current neighbourhood of node i and at some later point enters it again, 
then that entry constitutes an encounter. Nodes do not maintain a history of 
their current neighbourhoods, in order to keep their memory requirements low. 

Now consider a message propagation protocol where each node behaves as 
follows: 

1. Upon receiving or originating a new message, m, store it, tagether with an 
associated counter, c(m), which is set to zero. Add the sending node to the 
current neighbourhood, unless already present. If the current neighbourhood 
contains nodes other than the sending one, broadcast m and increment c( m) 
by 1. 

2. At every encounter thereafter, if c(m) < T, broadcast m and increment c(m) 
by 1. 

3. When c(m) = T, remove m from memory (but keep its sequence number in 
order to remernher that it has been handled). 

Thus, every node receiving a message broadcasts it at T consecutive encoun­
ters (one ofwhich may be the message arrival), and then discards it. There are no 
acknowledgements. The integer T is called the 'encounter threshold'. The above 
protocol, with encounter threshold T, will be referred to as 'T-propagation'. 

When T = 1, the I-propagation protocol behaves like flooding (except that 
the broadcast is delayed until the next encounter if the current neigbourhood 
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contains only the sender). At the other extreme, if T = oo, we have an oo­
propagation protocol whereby messages are kept forever and broadcast at every 
encounter. Assuming that the mobility pattern is suchthat every node eventually 
encounters every other node, oo-propagation achieves coverage 1. Of course, oo­
propagation is not a practical option, but we shall see in section 3 that it can 
provide some useful insights. 

It should be pointed out that T-propagation trades memory capacity and 
probability of reaching all nodes agairrst message traffic. Because past histories 
are not kept and exchanged, messages may be sent agairr to nodes who have 
already received them. By increasing the value of T, the coverage can be made 
to approach 1, at the cost of having to store more messages for Ionger periods, 
and making more broadcasts. 

In this paper, we place greater emphasis on evaluating the ability of T­

propagation to achieve high coverage, than on minimizing the message traffic 
overheads. That is why we assume the following: 

- The overheads of collision resolution are negligible. 
- Hello signals are sent and monitored at the MAC level; the information 

necessary to maintain the neighbourhood list is obtained at no extra cost to 
the higher level protocol. 

- Encounters last long enough for a message to be received, i.e. the processing 
and propagation times of hello and broadcast messages are small enough for 
the encountered node to remain in the range of the encountering node. 

The performance measures of interest are: 

(i) The average response time of T-propagation, defined as the interval be­
tween the arrival (origin) of a message and the moment when no node can 
propagate it further. 

(ii) The averagepropagationtime of a message, defined as the interval between 
its arrival and the moment when either all nodes have received it, or no 
node can propagate it further. 

(iii) The coverage of a message, i.e. the fraction of nodes that have received it 
by the end of its propagation time. 

All of these performance measures are stated in terms of averages. How­
ever, the simulation results reported in section 4 provide some indication of the 
corresponding variances, by repeating each experiment 10 times with different 
random number streams. For example, observing a coverage of 1 implies that all 
10 runs achieved a coverage of 1. 

It is important to be able to choose the value of T so as to achieve high 
coverage, without unduly increasing the response and propagation times. This 
question will be addressed in the following sections. 

3 Analytical Approximation 

Consider an idealized system with n mobile nodes who never cease to propagate 
the messages they receive ( oo-propagation). Let T be the random variable rep-
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resenting a message propagation time, i.e., the interval between the origin of a 
message at some node, and the first instant thereafter at which all nodes have 
received it. If messages are not discarded, and every node eventually encounters 
every other node, T is finite with probability 1. It is then of interest to estimate 
its average value, E(T) . That quantity will also be used in choosing a suitable 
value forT, when designing a practicable r-propagation protocol. 

An estimate for E(T) will be obtained under the following simplifying as­
sumptions: 

(a) Each node experiences encounters at intervals which are exponentially dis­
tributed with mean ~-

(b) At each encounter, a node meets one other node. 
(c) The node encountered is equally likely to be any of the other nodes; that 

is, the probability that node i will next encounter node j, j # i, is equal to 
1/ ( n - 1), regardless of past history. 

Assumption (a) can be justified by remarking that the interval until the next 
encounter experienced by a given node - say node 1 - is the smallest of the 
intervals until its next encounters with node 2, node 3, ... , node n. Some of these 
intervals may in fact be of length 0 with a positive probability. Nevertheless, it 
is reasonable (e.g., see [6]) to assume that the interval until the first of many 
random occurrences is approximately exponentially distributed. The value of ~ 
depends on the density of nodes, on the speed with which they move, and on the 
mobility pattern. It may be difficult to determine ~ analytically, but in practice 
it can be estimated by monitoring the system and taking measurements. 

Assumption (b) is deliberately pessimistic, in order to give the estimate the 
character of an upper bound. If a node encounters more than one other node at 
the same time, then the propagation will proceed faster. In fact, it will be seen 
in the experiments that at high densities this assumption is very pessimistic. 

Assumption (c) is loosely based on the fact that all nodes are statistically 
identical, and move independently of each other. If the starting positions of 
the nodes are uniformly distributed, the assumption is justifiable at the first 
encounter, although it may well be violated in subsequent ones. However, this 
assumption provides the simplification necessary for analytical tractability. Its 
effect on the performance measures will be evaluated in the simulation experi­
ments. 

Let X = {X(t); t 2: 0} be the Markov process whose state at any given 
time is the number of nodes that have already received the message. The initial 
state of X is X(O) = 1 (only the originating node has received it; again, this 
is a pessimistic simplification since the the original neighbourhood may in fact 
contain other nodes). The random variable T is the first passage time of X from 
state 1 to state n. 

Suppose that X is in state k, i.e. k nodes have received the message and 
n - k have not. If any of the former k nodes encounters any of the latter n - k, 
the process will jump to state k + 1. Since each node experiences encounters at 
rate 1/~, and the probability of encountering any other node is 1/(n - 1), the 
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transitionrate of X from state k to state k + 1, rk ,k+ l : is equal to 

rk = [ ~] [ ~ = ~] . 
In other words, the average time that X remains in state k is 

1 (n -1)~ 
k(n-k) 

Hence, the average first passage time from state 1 to state n is given by 

n-l 1 
E(T)=(n-1)~Lk(n-k). 

k=l 

(1) 

(2) 

(3) 

This last expression can be simplified by rewriting the terms under the summa­
tion sign in the form 

1 1 [1 1 ] 
k(n - k) =;:;: k+ n-k · 

The two resulting sums are in fact identical. Therefore, 

E(T) = 2(n- 1)~ I:~= 2(n -1)~Hn-l , 
n k n 

k=l 

(4) 

where Hn is the nth harmonic number. When n is large, the latter is approxi­
mately equal to 

Hn;:::::: lnn +'Y, 

where 'Y = 0.5772 ... is Euler-Mascheroni's number. Also, when n is large, (n-
1)/n;:::::: 1 and ln(n- 1);:::::: In n. 

Wehave thus arrived at the following estimate, valid under assumptions (a), 
(b) and (c): 

Proposition 1 In a Zarge mobile network where messages are not discarded, the 
average propagation period for a message is approximately equal to 

E(T) ;:::::: 2~(1n n + -y) . (5) 

An immediate corollary of Proposition 1 is that, during the propagation pe­
riod T, the originating node experiences an average of 2(ln n + -y) encounters. 
Other nodes, who receive the message later on, tend to experience fewer encoun­
ters. Thus, choosing the encounter threshold, 7, to have the value 

7 = 2llnn+-yl, (6) 

should ensure that, when the protocol terminates, most nodes will have received 
the message. This suggestion will be tested experimentally. 
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Note 1. An attractive aspect of equation (6) is that the only parameter 
appearing in it is the number of nodes, n. The mobility pattern and the node 
density do not matter, as long as assumptions (a), (b) and (c) are satisfied 
reasonably well. 

Note 2. Since, under 7-propagation, every node that receives a message 
broadcasts it 7 times, the total number of broadcasts per message is on the order 
of O(n7). Hence, if 7 is chosen according to (6), the total number of broadcasts 
per message is on the order of 0 ( n ln n). 

4 Experimental Results 

A number of simulation experiments were carried out, aimed at evaluating the 
effect of various parameters on the performance of 7-propagation. The following 
factors were kept fixed: 

The terrairr is a square of dimensions (1000 m) x (1000 m). 
The wireless range of a node is 50 m ( deliberately taken small compared to 

the size of the terrain). 
The interval between 'hello' signals for each node is 25 ms. 
The mobility pattern is 'Random Waypoint': Initially, the nodes are dis­

tributed uniformly on the square; thereafter, each node chooses a random des­
tination (also uniformly distributed on the square) and moves towards it at a 
given speed; upon reaching the destination, the node pauses for a given interval 
(1 ms in our case), selects a new random destination and so on. 

The speed, node density and encounter threshold were varied and the perfor­
mance measures - average response time, average propagation time and cover­
age- were evaluated. Each run starts at time 0 with a message originating at 
node 1, and terminates when no node can propagate the message further. For 
each set of parameter values, the simulation ran 10 times, with different random 
number seeds, and the performance observations were averaged. 

Figures 1 - 4 show the coverage achieved as a function of the encounter 
threshold, 7, for node densities ranging between 0.5 and 6.5, and speeds ranging 
between 20 ms-1 and 100 ms-1 (these values arenot intended to represent any 
realistic application; they are chosen merely as illustration). In fact, only the 
density has a significant effect on the coverage function; the node speed is, on the 
whole, immaterial. The figures quantify the extent to which the coverage can be 
improved by increasing 7: at low densities, where flooding performs poorly ( 7 = 
1), the improvement is very considerable; at high densities, flooding performs 
well and the gain of increasing 7 is correspondingly smaller. 

Consider the analytical predictions concerning 7. For the assumed terrairr 
area and wireless range, the densities 0.5, 1, 3.5 and 6.5 correspond to values of 
n equal to 64, 128, 446 and 828, respectively. For these numbers of nodes, the 
encounter thresholds given by equation (6) are 7 = 10, 7 = 12, 7 = 14 and 7 = 

16, respectively, and the figures indicate that they do, indeed, achieve coverages 
close to 1. In fact , when the density is high, the threshold provided by equation 
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Fig. 1. Coverage achieved by r-propagation: density 0.5 

14 

(6) is rather conservative. This is because, for those densities, assumption (b) in 
section 3 is too pessimistic. 

Figure 5 shows the average respause time and the average propagation time 
as functions ofT, for a particular density, 3.5 (n = 446), and node speeds 20 
ms-1, 60 ms- 1 and 100 ms- 1. A noteworthy aspect of the figure is that, while 
the response time keeps increasing with T (as expected), the propagationtime 
increases up to a point (T = 5), and then decreases. To explain that behaviour, 
note that when the threshold is 5 or less, the coverage is less than 1 and therefore 
the propagation time is equal to the response time. When the threshold is 6 or 
more, a coverage of 1 is reached , and the propagation time completes, before 
nodes have stopped broadcasting. Moreover, further increases in T t end to speed 
up the propagation, but prolong the response time. 

Similar behaviour is observed at other densities. 
The observed average intervals between encounters for density 3.5 and speeds 

20 ms- 1, 60 ms- 1 and 100 ms-1, are ~ = 0.96, ~ = 0.40 and ~ = 0.29, respec­
tively. According to equation (5) , the corresponding limiting average propagation 
times (for T = oo) should be 12.9, 5.4 and 3.9, respect ively. These values agree 
quite well with the propagat ion times reached at T = 14. 

The"process of propagating a message among the nodes in a network where 
the speed (60 ms-1) and threshold (7 = 14) are fixed , while the density is 
varied in the range 0.5 - 6.5, is illustrated in figure 6. The graphs show how 
the rat e of propagation changes as more and more nodes are covered. At high 
densities, it t akes longer to cover the last 5% of t he nodes than the first 95%. This 
phenomenon is due to the fact that some nodes on t he periphery of t he t errain 
can be relat ively more difficult to reach than t he ot hers. It is less pronounced at 
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Fig. 2. Coverage achieved by r-propagation: density 1 
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Fig. 3. Coverage achieved by T-propagation: density 3.5 

lower densities, but is still in evidence: the last 20% of the nodes take about as 
long to cover as the first 80%. 

5 Conclusions 

The main contributions of this paper can be summarized as follows: 
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Fig. 4. Coverage achieved by r-propagation: density 6.5 

1. Introduction of the 7-propagation family (section 2). 
2. Mobility-independent estimate for the value of 7 that achieves high coverage 

(equation (6)). 
3. Quantitative performance results obtained by experimentation (section 4). 

It would clearly be desirable to relax some of the assumptions that were made 
in order to simplify the model, and evaluate the resulting changes. For example, 
ifthe 'hello' signalsarenot handled 'free of charge' by the MAC layer, one could 
not afford to broadcast them too frequently, encounters would be missed, and 
the response and propagation times would increase. Similarly, if messages can 
be lost because nodes do not remain within range long enough to receive them, 
the performance of the protocols would suffer. Weintend to implement a more 
realistic simulation of the protocol using the GloMoSim tool. This will allow us 
to take into account the effects of collision, contention, congestion and varying 
quality of radio links. 

A more adaptable family of propagation protocols may be designed by in­
troducing a FIFO buffer for messages. Messages would be kept in the buffer, 
and re-broadcast, until either they are displaced by new messages or they reach 
an encounter threshold. The number of times a message is broadcast by a node 
would then change dynamically in response to changing conditions. That num­
ber could also be adjusted by keeping track of repeated receptions of the same 
message. A time-out interval can be introduced, to force the discarding of a 
message if the node does not experience a sufficient number of encounters. In 
addition, the encounter threshold may be controlled by the number of nodes 
already encountered, and possibly by the mobility pattern. All these are worthy 
topics for future research. 
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