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Abstract. High-level online methods become more and more attractive
with the increasing abilities of players and teams in the simulation league.
As in real soccer, the recognition and prediction of strategies (e.g. oppo-
nent’s formation), tactics (e.g. wing play, offside traps), and situations
(e.g. passing behavior) is important. In 2001, we proposed an approach
where spatio-temporal relations between objects are described and in-
terpreted in order to detect some of the above mentioned situations. In
this paper we propose an extension of this approach that enables us to
both interpret and predict complex situations. It is based on a qualitative
description of motion scenes and additional background knowledge. The
method is applicable to a variety of situations. Our experiment consists
of numerous offside situations in simulation league games. We discuss the
results in detail and conclude that this approach is valuable for future
use because it is (a) possible to use the method in real-time, (b) we can
predict situations giving us the option to refine agents actions in a game,
and (c) it is domain independent in general.

1 Motivation and Related Work

When asking professional coaches in the soccer domain what they do after a game
has started they tell us that the analysis of the opponents team is very important.
First, the strategic information is considered. This can be the overall formation
(e.g. 4-4-2) or whether the team is playing more offensive or defensive. The next
step is to gather tactical information. One example is wing play or frequent use
of the offside trap. Once this information is obtained the coach decides optional
changes with regard to his own team.

If we would like to apply this to the RoboCup scenario, high-level online
methods have to be developed. They become also more and more attractive
with the increasing abilities of players and teams, preferably in the simulation
league. The recognition or even better the prediction of strategies, tactics, and
situations is an important feature that will improve a teams’ performance.

In 2001, we proposed a method that interprets spatio-temporal relations
based on motion direction and speed of single objects and spatial relations be-
tween two objects given by direction and distance. The approach assumes that
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such information can be seen as time series. A threshold-based segmentation
method is then used to derive temporal intervals from each time series. In addi-
tion, qualitative temporal relations between time intervals such as before, meets,
during have been used. As a result, simple events such as approaching, depart-
ing and first complex events such as player 1 passes ball to player 2 can be
interpreted [8].

In this paper we describe a significant extension to this approach. First, a
new monotonicity-based segmentation method will be described to derive more
appropriate temporal intervals. Second, additional background knowledge about
the problem domain is used for a better interpretation of the considered situation
in a game.

Our approach is related to the work from Raines and colleagues [9] who
describe an approach to automate assistants to aid humans in understanding
team behaviors for the simulation league. Their approach ISAAC analyzes a
game off-line using a decision tree algorithm to generate rules about the success
of individual players. Also, the cooperation within a team is considered with the
help of a pattern matching algorithm. ISAAC supports the analysis of so-called
‘key events’. Key events are events which directly effect the result of the game.
Therefore, single players are analyzed that directly shoot towards the goal. In
case of the whole team, kicks of the ball by certain players which lead to a goal are
analyzed. ISAAC has to be used off-line, thus the program is not able to support
real-time conditions. The rules produced by ISAAC are intended to support the
development of the analyzed team. Therefore, they show how successful the team
is in certain situations. The approach is designed for the analysis of games to
gain new experiences for the next game. The main difference to our approach is
that this approach can be used off-line only. Also, key events are limited (e.g.
only a single key event is used in the single player scenario).

Riley and Veloso in 2002 [10] use a set of pre-defined movement models and
compare these with the actual movement of the players in set play situation. In
new set play situations the coach then uses the gathered information to predict
the opponent agent’s behavior and to generate a plan for his own players. The
approach can be used both off-line and on-line. The main difference to our ap-
proach described in this paper is that they analyze the movement of all players
in set play situations.

Frank and colleagues [3] presented a real time approach which is based on
statistical methods. The approach gathers information such as the percentage
of ball-holding of a certain player or which player passes the ball to which team
mate. The result is a thorough statistical analysis which can then be used to
derive information about a game being played. This can help for new future de-
velopments of a team. The main difference to our approach is that this approach
is designed to gather information that can be used after the game.

A hybrid approach to learn the coordinated sequential behavior of teams was
presented by Kaminka and colleagues in 2002 [7]. The idea is to take time-series
of continuous multi-variate observations and then parse and transform them
into a single-variable categorial time-series. The authors use a set a behavior
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recognizers that focus only on recognizing simple and basic behaviors or the
agents (e.g. pass, dribble). The data are then represented in a trie (a tree-like
data structure) to support two statistical methods: (a) frequency counting and
(b) statistical dependency detection. Experiments showed that the latter method
is more suitable to discover sequential behavior. The main difference to our
approach are the data the approach is based on and the fact that this approach
is designed for unsupervised learning.

Huang and colleagues [6] recently published an approach for plan recogni-
tion and retrieval for multi-agent systems. The approach is based on observations
of agents’ coordinative behaviors. The basis are players’ element behaviors se-
quences (e.g. pass, dribble, shoot) which are sorted in a temporal order. The field
is decomposed into cells where each cell denotes one agent’s behavior at a time
slice. Interesting and frequent behavior sequences are considered as the team’s
plans on the assumption that the team’s plan is embedded in those sequences.
The discovery of significance of sequence patterns are based on statistical ev-
idences. The promising results are plans based on observation. The difference
to our approach is the analysis of the sequences. Huang and colleagues use a
statistical-based analysis. Also, the interpretation of the results are different.
The rules are obtained manually.

The remaining sections are organized as follows: the next section provides
information about the qualitative description of motion scenes. Section 3 gives
an overview about the background knowledge used and how we can use this
knowledge to interpret the scene. The application and results of our approach
within the soccer domain are discussed in section 4. Conclusions and future work
are pointed out in the last section.

2 Qualitative Description of Motion Scenes

In this section we present our extended approach on a qualitative de-
scription of motion scenes that we presented first in [8]. The basic

Fig. 1. Motion and spatial relations
via direction and length.

assumption of our approach is that we have
a bird view of a motion scene. We further
need a set of coordinates describing the po-
sitions of the moving objects for each mo-
ment (or cycle). Motion causes change not
only for a single moving object but also for
its spatial relations to other surrounding ob-
jects. To take into account both absolute (in-
dividual) movement and change in spatial re-
lations (i.e., relative movement) of objects we
calculate four types of time series from the
raw positional information: the motion direc-
tion and speed of each object, and the spatial
direction and distance for each pair of objects
(see fig. 1).
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These time series describe the motion within a scene on a quantitative level.
In order to describe the motion on a qualitative level two steps of abstraction
are performed:

– a temporal segmentation of the time series into time intervals of homoge-
neous motion and

– a mapping of the attribute values describing the intervals to qualitative
classes.

The entire process is carried out online, i.e., at each time cycle one set of posi-
tional data is processed. Intervals are either extended or a new interval is started
with the actual value if the homogeneity criterion fails.

Segmentation

In order to segment the time series into time intervals two different segmentation
methods are used: a threshold-based segmentation method and a monotonicity-
based segmentation method, which groups together strictly monotonic increasing
intervals, strictly monotonic decreasing intervals and intervals of constant values.
Each threshold-based segmented interval is described by a single attribute: the
average of its values. A monotonicity-based segmented interval is described by its
start value, its end value, and the run direction of values: increasing, decreasing
or constant.

Both segmentation methods allow various interpretations of the resulting
intervals. The monotonicity-based segmentation is useful to recognize dynamic
aspects of motion, e.g., acceleration of a moving object. But due to the fact
that the values are measured only at the start and the end of an interval its
intermediate values are not known. Therefore, the threshold-based segmentation
is more useful to find, e.g. an object that moves with a certain average speed.

Mapping into Classes

The second step of abstraction classifies the attributes of the intervals onto
qualitative values for direction, speed or distance, respectively. The mapping
functions have to be defined with respect to the domain. For the soccer domain
the following mapping functions are used: For the directions (motion direction
as well as spatial direction) eight classes as indicated by the dotted lines in fig.
2, i.e., from the viewpoint of object A, object B is in direction 5, object C is in
direction 8 and so on. For the distances five classes are valid: meets, very close,
close, medium distance, far and very far as indicated by the dashed circles in
fig. 2. There object A meets object B and is very close to C, close to D and so
on. For the speed also five classes are distinguished: no motion, very slow, slow,
medium speed, fast and very fast. The speed and distance classes are organized
in distance systems [5]. The radius of each distance class is double the size of
the radius of the previous one.

For each pair of objects 12 sequences of temporal intervals describe their
individual and relative motion: for each of the two objects we obtain one time
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Fig. 2. Spatial relation classes in the soccer domain.

series concerning its motion direction and one concerning its speed (4 time series)
and for the two objects one concerning the spatial direction and one concerning
the distance (2 time series). Each of these 6 time series is segmented with the
two different segmentation methods described in the previous section. Therefore,
altogether we obtain 12 interval sequences.

The entire generation of motion descriptions is shown in fig. 3. The ex-
ample shows the raw positional input data at the left. The time series calcu-
lated from the raw data and the results of the monotonicity-based segmen-
tation method are illustrated in the middle (here: a single time series, the
distance of two objects). One of the resulting intervals is shown with its at-
tribute values as well as the mapping of values to classes. The single interval
already allows a simple interpretation of the movement of the two involved ob-
jects: they approach each other and finally meet, which is expressed by the
term holds(approach-and-meet(p, q), 〈tn, tn+k〉). The predicate holds expresses
the coherence between a certain situation (movement or spatial relation), here
approach-and-meet and the time interval 〈tn, tn+k〉 in which it is taking place or
is valid [1].

3 Rule-Based Interpretation of Motion Scenes

These motion description intervals are used to recognize as well as predict motion
situations with the help of a logic-based interpretation approach.

Domain knowledge is required for an interpretation of the motion. To know
about the function or type of objects involved in a situation leads to more ap-
propriate interpretations. For example, in the soccer domain the interpretation
that two objects approach each other and finally meet can than be interpreted
that a player gets in contact with the ball. To specialize the interpretation even
more, different types of players can be distinguished, e.g., goalkeepers, defenders
and offenders.
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Fig. 3. Overview: Generation of motion description.

In some domains the location is important in which a certain motion situation
takes place. For the soccer domain such locations are certain regions on the field
of play, e.g. each half of the field, penally area, goal area and so on. E.g. the
term holds(region(player, left-half), 〈tn, tn+k〉) denotes that the object player
is in the left half of the field of play during the time interval 〈tn, tn+k〉.

Currently, we have defined rules to recognize and predict 10 situations from
the soccer domain. They include simple situations like a player kicking the ball
as well as more complex ones like a one-two situation, a fight for the ball and
offside.

For an experiment, we will have a closer look at the offside situation, because
it is possible to predict an impending offside situation, that may occur while a
team mate is planing to pass the ball. And, as we will show, both aspects of
motion information – absolute and relative – are needed to detect and predict
offside situations. In addition, further finer interpretations are possible, e.g., if
an offside situation occurs it is possible to distinguish an offside trap from a
situation that was caused by the offender himself.

Experiment: Offside Position

A player is in an offside position if he is nearer to his opponents’ goal line than
both the ball and the second last opponent. But he is not in an offside position
in his own half of the field of play. For more details on the official offside rule
refer to the FIFA rules [2], law 11 and appendix.

In order to recognize, whether a player is in an offside position we have to
check if he is in the opponents’ half of the field of play. If so, we have to analyze
his spatial relation to the ball and the players of the opposite team. In detail
we must determine if the ball is behind the player and count the amount of
opponents that are in front of the player. If less than two opponents remain in
front of the player, he is in an offside position:
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holds(offsideposition(player), 〈max(si), min(ei)〉) ⇔
∃〈si, ei〉, i ∈ {1, 2, 3} :

((holds(region(player, right-half), 〈s1, e1〉) ∧ team(player) = 1)∨
(holds(region(player, left-half), 〈s1, e1〉) ∧ team(player) = 2)) ∧

holds(behind(ball, player), 〈s2, e2〉)∧
holds(number-of-opponents-in-front-of(player,n), 〈s3, e3〉) ∧ n < 2∧
∀i, j ∈ {1, . . . , 3} : si < ej .

(1)

The term holds(number-of-opponents-in-front-of(p, n), 〈max(si), min(ei)〉)
denotes the number n of opponents located in front of a player p during the
time interval 〈max(si), min(ei)〉, where k is the number of players belonging to
the opposite team:

holds(number-of-opponents-in-front-of(p, n), 〈max(si), min(ei)〉) ⇔
∃〈si, ei〉, i ∈ {1, . . . , k} :

∀gi ∈ {g1, . . . , gn} : holds(in-front-of(gi, p), 〈si, ei〉)∧
∀gi ∈ {g(k−n), . . . , gk} : holds(behind(gi, p), 〈si, ei〉)∧
∀gi ∈ {g1, . . . , gk} : team(gi) 	= team(p)∧
∀i, j ∈ {1, . . . , k} : si < ej .

(2)

A complex situation like the above definition of offsideposition(player) com-
bines several time intervals. The term ∀i, j ∈ {1, . . . , n} : si < ej postulates that
all n intervals involved in the situation are contemporary. 〈max(si), min(ei)〉
specifies the sub-interval covered by all n time intervals 〈si, ei〉, 1 ≤ i ≤ n.

The spatial relations behind and in-front-of are generalizations of the 8 direc-
tions shown in fig. 2. Another object is in-front-of a certain player if it is between
the player and the opponents’ goal and otherwise behind the player. Therefore,
the evaluation of the generalization rule depends on the team the player belongs
to.

Eq. 3 specifies the spatial relation in-front-of. The spatial relation behind as
well as the motion directions forward and backward are specified similarly.

holds(in-front-of(object, player), 〈s, e〉) ⇔
holds(spatdir(player, object, dir), 〈s, e〉)∧
((dir ∈ {5, 6, 7, 8} ∧ team(player) = 1)∨
(dir ∈ {1, 2, 3, 4} ∧ team(player) = 2)).

(3)

The term holds(spatdir(player, object, dir), 〈s, e〉) denotes that object is lo-
cated in the direction dir from the viewpoint of player during interval 〈s, e〉.
This information is obtained from the threshold-based segmentation.

In order to predict an offside situation for player p, he has to be located in
his own half, actually have the ball behind him and a small remaining num-
ber of k opponent defenders (e.g., k=3-4) in front of him. Then it depends on
the relative movement of p and q if an offside position is impending or not.
Therefore, we have to take into account the actual spatial direction between p
and q (spatdir), obtained from the threshold based segmentation, and the devel-
opment of the spatial direction between p and q (clockwise (change-spatdir-cw)
or counterclockwise (change-spatdir-ccw), obtained from the monotonicity-based
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Fig. 4. Development of spatial directions between offender and defender announcing
an impending offside position.

segmentation). If the spatial direction is already close to the change between
the directions in front of and behind, and the values are increasing (clockwise
change of spatial directions) or decreasing (counterclockwise change of spatial
directions) an offside position is impending. For an illustration of this situa-
tion refer to fig. 4. The illustration shows the case of an increasing development
of values. If the present trend lasts for some further time, an offside situation
will occur in the moment the spatial relation changes to the next class (in the
illustration from 5 to 4) and at the same point in time from in front of to behind.

holds(offside-danger(p, q), 〈max(si), min(ei)〉) ⇔
∃〈si, ei〉, i ∈ {1, . . . , 6} :

((holds(region(p, right-half), 〈s1, e1〉) ∧ team(p) = 1)∨
(holds(region(p, left-half), 〈s1, e1〉) ∧ team(p) = 2))∧
holds(behind(ball, p), 〈s2, e2〉)∧
holds(in-front-of(q, p), 〈s3, e3〉) ∧ team(p) 	= team(q)∧
holds(number-of-opponents-in-front-of(p, n), 〈s4, e4〉) ∧ 2 ≤ n < k∧
((holds(change-spatdir-cw(p, q), 〈s5, e5〉)∧
holds(spatdir(p, q, 1 ∨ 5), 〈s6, e6〉))∨
(holds(change-spatdir-ccw(p, q), 〈s5, e5〉)∧
holds(spatdir(p, q, 4 ∨ 8), 〈s6, e6〉)))∧
∀i, j ∈ {1, . . . , 6} : si < ej .

(4)

Within the prediction phase we distinguish offside traps (see (6)) from offside
situations caused solely by the movement of the offender himself. The temporal
relation contemporary is defined as in [4]:

holds(prediction-offside-own-motion(p, q), 〈max(s1, s2), min(e1, e2)〉) ⇔
∃〈s1, e1〉, 〈s2, e2〉 :

holds(offside-danger(p, q), 〈s1, e1〉) ∧ holds(forward(p), 〈s2, e2〉)∧
contemporary(〈s1, e1〉, 〈s2, e2〉).

(5)

An offside trap is caused by a forward movement of an opponent q remaining
between the goal and the offender p. The offender is brought into an offside
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position by the movement of his opponents (with or without moving forward by
himself).

holds(prediction-offsidetrap(p, q), 〈max(s1, s2), min(e1, e2)〉) ⇔
∃〈s1, e1〉, 〈s2, e2〉 :

holds(offside-danger(p, q), 〈s1, e1〉) ∧ holds(forward(q), 〈s2, e2〉)∧
contemporary(〈s1, e1〉, 〈s2, e2〉).

(6)

A player p is in a punishable offside position, if he is in an offside position
in the moment when the ball is kicked by his team mate p2, and he approaches
the ball while the ball is free, i.e. before another player obtains the ball (7).

holds(offside-punishable(p), 〈max(sj, sm), min(el, em)〉) ⇔
∃j, k, l, m, p2 :

occur(kick(p2), j) ∧ holds(offside-position(p), k)∧
holds(ball-free, l) ∧ holds(approaching(p, ball), m)∧
starts(j, l) ∧ in(j, k) ∧ contemporary(l, m) ∧ team(p) = team(p2).

(7)

with j = 〈sj , ej〉, k = 〈sk, ek〉, l = 〈sl, el〉 and m = 〈sm, em〉.
The predicate occur(e, t) states that an event kickp2 occurs at the moment

j [1]. The temporal relations starts and in are defined in [1], contemporary in [4].
If the player comes to close to the ball this behavior should be penalized by

the referee by interrupting the game for a free kick of the opponent team.

4 Results

To evaluate our approach we have chosen three games from the Robocup World-
cup 2002, which contain a reasonable amount of offside situations: FC Portugal
vs. Puppets, TsinghuAeolus vs. FC Portugal and VW2002 vs. Cyberoos. There-
fore, we have analyzed these three games in order to predict and recognize the
occurring offside situations. Table 1 and 2 show the offside situations that oc-
cur in the games FC Portugal vs. Puppets and TsinghuAeolus vs. FC Portugal.
For lack of space a table showing the table concerning the game VW2002 vs.
Cyberoos is not included in this paper.

The first column (ball contact) denominates the player who kicked the ball
before the penally offside situation occurred together with the time interval, at
which he was in contact with the ball. The column offside contains the player
numbers of his team mates which were already in an offside position before
he obtained the ball. The next two columns contain our systems prediction of
impending offside positions of further players. The column mo. contains the num-
bers of the players, who are moving in a direction that will possibly bring them
into an offside position before the ball will be passed. The fourth column lists
players who are possibly running into an offside trap. The column offside/kick
lists the players who are in an offside position at the moment the ball is kicked.
The column penally contains the players who have been in an offside position at
the moment the ball is kicked and are approaching the ball during the following
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cycles. They are penalized by the referee if they come to close to the ball. The
column (break) contains the cycle in which the game was interrupted by the
referee. The tables contain all situations in which the game was interrupted by
the referee due to offside. The last column s is marked with an � if the situation
was recognized by the system.

Concerning the prediction of offside situations there are also cases of impend-
ing offside situations that do not lead to an offside position before the ball is
kicked the next time. Also there are situations in which a player, who was in an
offside position at the moment the ball was kicked, starts approaching the ball
in a penally way but another player gets the ball before the situation becomes
critical. To keep them short, these situations are not included in the tables.

The game FC Portugal (FCP) against Puppets (see table 1) was interrupted
9 times by the referee due to offside. In 7 cases our system detected the offside
situation. In two situations our systems is not in line with the referee. The first
situations occurred from cycle 531 to 560. When player 7 of team Puppets kicks
the ball (cycle 534), players 10 and 11 are in an offside position. In the following
cycles player 11 approaches the ball, until he is in a very close distance to the
ball (cycle 559), which was detected by our system. But in cycle 559 player 3
of the opponent team (FCP) gets in contact with the ball. In this moment our
system stops looking for an penally offside for team Puppets, because FCP is
already in possession of the ball. Nevertheless, the referee decided on offside and
free kick in favor of FCP in cycle 560. According to our operationalization of
the FIFA rules the referee should have interrupted the game before cycle 559 or
should have let it go on after player 3 of FCP has reached the ball in cycle 559.

A comparable situation can be found from cycle 3844 to 3852. In cycle 3847
the ball is kicked by player 9 of FCP. Player 8 is in an offside position and
approaches the ball in cycle 3850. This is detected by our system. But in the
same cycle the ball touches player 4 of team Puppets. As before, we stop watching
player 8 of FCP. But although the ball has touched a player of the opponent
team the referee decides offside and penalizes player 8 of FCP in cycle 3852,
which is obviously not in compliance to the FIFA rules.

Table 1. Offside situations FC Portugal (FCP) vs. Puppets (Pup).

Ball contact offside mo. offside trap offside/kick punishable break s

Pup 7 474-478 10 11 11Pup ↔ 2F CP 10, 11 11 487 �
Pup 7 531-534 10, 11 10, 11 11 560

FCP 8 889-891 9, 10, 11 9, 10, 11 11 915 �
FCP 10 1166-1168 6 7 7F CP ↔ 4Pup 6 6 1172 �
Pup 5 2417-2422 10, 11 10, 11 11 2429 �
FCP 9 3091-3094 10 10 10 3102 �
FCP 9 3385-3386 10 11 11F CP ↔ 4Pup 10 10 3404 �
FCP 9 3844-3847 8, 10 8, 10F CP ↔ 2Pup 8, 10 – 3852

FCP 6 5589 10 10 10 5599 �
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Table 2. Offside situations TsinghuAeolus (TsA) vs. FC Portugal (FCP).

Ball contact offside mo. offside trap offside/kick punishable break s

TsA 4 1279-1289 10 9, 10, 11TsA ↔
2, 3, 5F CP

11 11 1304 �

TsA 6 1547-1551 11 11TsA ↔ 2, 3F CP 9, 11 9 1554 �
TsA 6 1575-1578 9 9, 10, 11TsA ↔

4, 5F CP

9, 10, 11 9, 10 1584 �

FCP 4 1650-1657 10, 11 10, 11 11 1673 �
FCP 7 2944 9, 10, 11 9, 10, 11 9 2950 �
TsA 8 3300-3302 9, 10 11TsA ↔ 5F CP 9, 10, 11 10, 11 3322 �
TsA 2 4035-4038 9, 10, 11TsA ↔

4F CP

10 10 4047 �

TsA 6 4219-4226 9 10, 11TsA ↔
5F CP

9, 10, 11 9 4228 �

TsA 6 5047-5053 9, 10, 11 9, 10, 11 9 5056 �

The game TsinghuAeolus (TsA) vs. FC Portugal (FCP) (see table 2) was
interrupted 9 times by the referee due to offside. In all cases our system detected
the offside situation.

The game VW2002 (VW) vs. Cyberoos (Cyb) was interrupted 35 times by
the referee due to offside. In 29 cases our system detected the offside situation.
In six situations the referee decides offside against a team A although a player
of team B has touched the ball before the game was interrupted.

5 Conclusion and Future Directions

Spatio-temporal relations between objects within real-time environments are
challenging by nature. We presented an approach for tracking single objects
motion in combination with the changes in their pairwise spatial relations over
time. The resulting motion description builds the basis for a qualitative inter-
pretation of the dynamic scene.

This approach is domain independent and can therefore be used in various
applications. We applied this idea to the soccer domain and argue that an imple-
mentation of this method within the online coach could enhance teams abilities.
However, tests have been made off-line only at the moment. The additional back-
ground knowledge helps to interpret the analyzed motion scenes and significantly
improves the results.

The described approach is valuable because it not only analyzes a past sit-
uation, it also is able to predict the next few steps of the opponents team to
a certain extent. This will help the players of the own team to make better
decisions at a certain cycle provided they have the information and can act ac-
cordingly. Also, when using this approach in an online scenario, the position
data of the players have to be considered. For off-line analysis we use the data
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processed by the soccer server. These data can be quite different than those in
the world model of a single player. Future tests have to be made in order to
obtain valuable information about this problem. A possible solution to get all
the information about the positions of both the opponents and the own team
players is the based on the turn neck-command and the aggregation of positions
over a few cycles.

One of the biggest advantages of this approach is the independence from the
domain. In the near future, we will also test other domains such as cell tracking
in biological systems. Here, the objects are monitored with a camera and the
method is able to track the objects over time and describe and store the spatial
relations between them as well.
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