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Abstract. In this paper we propose an efficient negotiation agent system that
guarantees the reciprocity of the attendants in a bilateral negotiation on the e-
commerce. The proposed negotiation agent system exploits incremental learn-
ing based on artificial neural networks to generate counter-offers and is trained
by the previous offers that have been rejected by the other party. During a ne-
gotiation, the software agents on behalf of the buyer and the seller negotiate
each other by considering the multi-attributes of a product. The experimental
results show that the proposed negotiation system achieves better agreements
than other negotiation agent systems that can be operable under the realistic and
practical environment. Furthermore, the proposed system carries out negotia-
tions about twenty times faster than other negotiation systems on the average.

1   Introduction

Software agents have been playing an important role in e-commerce. Nowadays,
agent mediated negotiation has received considerable attention in the field of auto-
mated trading [1,2]. However, they have not been developed sufficiently at the level
of robust systems applicable to commercial web sites for e-commerce considering the
importance of software agents that carry out negotiations on behalf of buyers or sell-
ers. Such underdevelopment is due to the facts that the attributes, which may influ-
ence the buyer’s behavior, cannot be defined precisely and that the success of a nego-
tiation is dependent not only on the price but on certain abstract factors such as
diverse inclination of buyers or sellers.

The Persuader system in the work of Sycara [3] utilizes the concepts of argumen-
tation. In this system, mediation has been modeled by considering an iterative nego-
tiation, multiple issues and multiple agents. However, a negotiation, as defined in the
Persuader system, is a mutual selection of outcome and precludes any intervention by
outside parties [4]. The persuasion mechanisms operate on the beliefs of agents with
the aim of changing one or both parties’ beliefs. Therefore, the Persuader system has
no concern about the fact that it is not necessary for the agents to have similar beliefs
at the end of the negotiation.

Kasbah [5] has proposed some negotiation strategies involved in negotiations for
the real world applications. In Kasbah, however, a negotiation is carried out over an
only single attribute such as price and the agents could not adopt any negotiation
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strategy for themselves. The number of strategies that are delegated to the agents is
limited to only three and even their selections are not autonomous.

Negotiation agent architecture for structured interactions in the real world envi-
ronment has been proposed by Faratin et al. [4]. Several negotiation systems have
been implemented with the architecture in the paper of Faratin et al. [4,6]. These ne-
gotiation systems are capable of dealing with multiple attributes in a bilateral nego-
tiation and of reaching an agreement through interactions between the agents. Among
the various strategies for negotiations, the strategies based on the personal informa-
tion of the other party could guarantee high profits for both participants in a negotia-
tion [6]. However, under the environment of the online and real-time negotiations
with unspecific persons, it is unrealistic that an agreement has been reached under the
assumption that a negotiation is carried out with the personal information of the other
party. Furthermore, the negotiation systems operating without the information of the
other party cannot guarantee the profits for reciprocity.

Other negotiation systems considering interactions between agents have been
studied by Fatima et al. [1] and Faratin et al. [7] In theses studies, time constraint was
considered as an additional attribute. For adaptive agent based negotiation, Oliver [8]
showed that agents could learn strategies using a genetic algorithm-based learning
technique and Oprea [9] proposed a negotiation system that used a feed forward arti-
ficial neural network as the learning ability of a negotiation model in the context of
agent-based e-commerce. These studies have shown satisfying results on negotiation
under long-term deadlines; however, their systems require longer time interval to ob-
tain better deals.

In this paper, we propose a negotiation agent system based on the incremental
learning method. The aim of the proposed system is to increase the efficiency of ne-
gotiation in terms of both the execution time and the profits of the participants for
reciprocity. The proposed system guarantees to obtain agreements within reasonable
time. Note that time is not an issue of a contract. The proposed negotiation agent sys-
tem has been implemented using interactions among the agents as in the Faratin’s
systems [4,6].

For the experiment, the negotiation agent systems considering interactions between
the buyer and the seller agents [4,6] have also been implemented and experimented
with the various datasets to compare with the proposed negotiation system. The ex-
perimental results show that the average relative error of the proposed negotiation
agent system with respect to the negotiation system under ideal assumptions that one
party knows the personal negotiation information about the other party, is within only
about 2% and that the proposed system achieves better agreements than other nego-
tiation agent systems that can be operable under the realistic and practical environ-
ment with unspecific persons. Furthermore, the proposed system carries out negotia-
tions about twenty times on average faster than other negotiation systems
implemented in this paper.

The remainder of the paper is organized as follows. Section 2 defines a trading
model in which a negotiation carries on. Section 3 describes various negotiation sys-
tems including the proposed negotiation agent system. Section 4 provides the experi-
mental results that compare the proposed system with the previous negotiation agent
systems. Finally, the conclusions are made in Section 5.
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2   The Negotiation Agent Model

2.1   The Multi-attribute Utility Theory

In this paper, the multi-attribute utility theory (MAUT) [10,11] is applied to evaluate
the profits of buyers and sellers considering multi-attributes of the merchandise.
Therefore, each attribute of the merchandise has a weight indicating the relative pref-
erence to each of other attributes.

The utility function in MAUT can be expressed in terms of the weights of the at-
tributes and the values of the evaluation function at the offer values of the attributes,
where the offer value of an attribute is the value of the attribute in a contract. There-
fore, a contract that consists of the offer values of all the attributes can be regarded as
a “proposal” in the real negotiations. The value of the utility function can be denoted
as the profit of either a buyer or a seller. The utility function )(XV k  can be expressed

as follows.

( ) ∑∑
≤≤=

≤≤=⋅=
ni

k
j

k
j

n

i
i

k
j

k
j

k

iiii
vwjxvwXV

11

10,1,])[()(
(1)

where k indicates either a buyer or a seller agent, J = {j1, j2, ... , jn} is the set of at-
tributes ji ( )ni ≤≤1 , X = {x[j1], x[j2], ... , x[jn]} is a contract composed of the values
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is the evaluation function for x[ji] for agent k.

2.2   The Evaluation Function

The evaluation function for an attribute can be expressed in terms of the request value
and the allowable value of the attribute, where the request value of the attribute is the
maximum value for the attribute that an agent wants to acquire from the other party in
the negotiation and the allowable value of the attribute is the maximum value for the
attribute to which an agent concedes during the negotiation. The evaluation function
can be written as follows.
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If the offer value, x[ji], is out of the range from the allowable value to the request
value, the value of the evaluation function is set to zero or one depending on q

ji
v . That

is, if q
ji

v < 0, it is set to zero, and if q
ji

v > 1, it is set to one. Let the set of values

{ }])[(,...,])[(,])[( 21 21 n
q
j

q
j

q
j jxvjxvjxv

n
 be a normalized value set. The following

equation obtained from Equation (2) computes the offer value ][ 1jx of attribute ji .



An Efficient Automated Negotiation System Using Multi-attributes          547

( ) ( ) ( )valuerequestjxvvalueallowablejxvjx i
q
ji

q
ji ii

×+×−= ])[(])[(1][ (3)

Therefore, from Equation (3) we can obtain an offer from its corresponding nor-
malized value set.

2.3   The Trading Model

In the trading model adopted in this paper, we deal only with bilateral negotiations,
because a multilateral negotiation is an extension of a bilateral one. We also concern
mainly with finding a faster and better agreement in a bilateral negotiation. By the
better agreement we mean the agreement for reciprocity; the profit is not partial to
one over the other participant and rather the agreement guarantees as much profits as
possible for both participants.

Although various commodities can be traded in a negotiation agent system, in this
paper, we have chosen used cars for trading, because used cars could reflect various
propensities to consume. In the trading model, the buyer wants to purchase a used car
from the seller who deals various types of used cars. Although there may be several
cars with the same model, a negotiation can still be carried on, because each car has
different values on attributes in general.

The attributes of a used car for a negotiation are set to its price, the mileage and the
warranty of the car. In the trading model, we assume that the buyer wants to purchase
a specific car that the seller has presented. The seller has his or her own values on the
attributes such as the request values, the allowable values and the weights. The buyer
has also such negotiation information. The agent representing a party has all the ne-
gotiation information that the party has. However, the agent for one party does not
know any negotiation information about the other party except the information re-
garding a contract.

The input datasets for bilateral negotiations in this paper are prepared so that each
attribute could reflect all possible variations. Tables 1 and 2 show sample datasets for
the buyer and the seller, respectively.

Table 1. A sample dataset for the buyer

Attributes Request values Allowable values Weights
Price (Dollars) 2,000 5,500 0.5
Mileage (Miles) 5,000 100,000 0.3
Warranty (Months) 24 12 0.2

Table 2. A sample dataset for the seller

Attributes Request values Allowable values Weights
Price (Dollars) 6,000 3,000 0.5
Mileage (Miles) 40,000 10,000 0.2
Warranty (Months) 6 18 0.3

Table 1 shows that the buyer wants to purchase a car with $2,000. The buyer may
make a concession to the seller by $5,500 if the seller proposes a contract that is more
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profitable to the buyer in the mileage or the warranty than the previous contract. Fur-
thermore, the buyer wants a car with 5,000 miles and may also make a concession to
the seller by 100,000 miles if better offers in other attributes are proposed. The war-
ranty is requested for 24 months from the buyer and also allowed up to 12 months ac-
cording to the values of the other attributes. The weights of the attributes shown in
Table 1 indicate that the buyer conceives the price as the most important factor in
purchasing a car, the mileage as the next and the warranty as the least significant fac-
tor. Table 2 shows the negotiation information for the seller and can be explained
similarly.

2.4   The Negotiation Process

A negotiation with multi-attributes involves various contracts with the same value of
utility, so called the iso-value curve [12]. Each agent proposes a contract or provides
counter-offers that lie on the iso-value curve with respect to the combinations of the
values of attributes. The generation of a contract has a significant effect on the nego-
tiation efficiency such as the profits of the attendants in the negotiation and the exe-
cution time of the negotiation. In the negotiation systems in the work of Faratin et al.
[6], a contract, which seems to be the closest to the opponent’s last offer among the
contracts on the iso-value curve, is proposed to the other party. In this case, the nego-
tiation efficiency can be very high when the agent of one party knows the negotiation
information of the other such as the opponent’s weight for each attribute. However,
since the negotiation information of one party cannot be exposed to the other party in
a practical commercial transaction, it is not easy to find a contract that is the closest to
the opponent’s last offer. Fig.1 shows an overview of the process of a negotiation for
the negotiation systems implemented in this paper [4].

Fig. 1. The process of a negotiation in the agent systems
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One agent as a participant in a bilateral negotiation offers a contract (an offer) to
the other agent, and then the agent who receives the offer may accept it or generates a
counter-offer as another contract. The utility functions for the profits of both partici-
pants are evaluated as described in the previous section.

3   The Negotiation Agent Systems

The trade-off mechanism is a kind of deliberative mechanism [4], and has been sug-
gested to implement the transactions of the two agents participated in a bilateral ne-
gotiation. The trade-off mechanism enables an agreement to be reached through the
transactions of agents and is capable of reflecting a practical environment for nego-
tiations. However, since the previous negotiation systems based on the trade-off
mechanism have never considered the execution time for a negotiation, they cannot
handle negotiations well in the online environment and may not perform multi-lateral
negotiations efficiently in the online environment as well.

3.1   The Trade-Off Mechanism

A trade-off can be defined informally as the mechanism in which one party lowers its
values on some attributes and demands more on other attributes at the same time.
Therefore, a trade-off is a search for a contract that is equally valuable to the previ-
ously offered contract, but that may benefit the other party.

Let X be an offer from agent q to the other party, and Y be a subsequent offer from
the other party to agent q. A trade-off for agent q with respect to Y can be defined as
follows

ZYXtradeoffq =),( (4)

where q is either the buyer agent or the seller agent, Z is the contract that satisfies

)()( XVZV kk =  and is assumed to be the offer that is the most similar to Y.

When the similarity between two offers is evaluated with the information of the
other party such as the weights under the assumption that an agent is acquainted with
the information about the other party, an agreement can be found under the guarantee
of high profits of the participants in a negotiation [6]. However, the similarity must be
evaluated under a practical condition that one participant in a negotiation is not aware
of the other party’s information. Therefore, the similarity based on the Euclidean dis-
tance is used for evaluation in order to implement the negotiation systems considering
interactions between the buyer and the seller agents [4, 6, 12]. In the process of a ne-
gotiation, a value of the utility function is reduced by a predetermined amount, if a
deadlock during the negotiation occurs due to keeping up the values of the utility
function [6].
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3.2   The Negotiation System Based on Incremental Learning

3.2.1   An Artificial Neural Network
In this paper, the effects of the learning agents are investigated with focusing on the
reciprocity and on the execution time in a negotiation system. An online learning
method such as the incremental learning method, therefore, is more appropriate for a
negotiation agent system in the e-commerce than an offline learning method such as
the batch learning, considering the environment of the online and real-time negotia-
tions with unspecific persons [13]. The negotiation agent system proposed in this pa-
per is designed to conduct a negotiation by using the incremental learning method in
generating a contract, in contrast to the negotiation systems with trade-off mecha-
nisms based on the similarity [4, 6]. Fig. 2 illustrates the structure of an artificial neu-
ral network for a trading model proposed in this paper. This model can be applicable
to a general trading model by creating the same number of nodes in each input and
output layer as that of attributes. The input and the output layers have three nodes
each, since we consider three attributes for a product in the proposed system. Each
node corresponds to an attribute of a product. The sigmoidal function is established as
the activation functions of both the hidden layer and the output layer [14].

Fig. 2. The structure of an artificial neural network for the proposed negotiation system

3.2.2   The Learning Process
The negotiation agent system proposed in this paper follows the negotiation protocol
illustrated in Fig. 1. Incremental learning process is employed in order to generate
counter-offers. The learning process consists of two processes; the initial learning
process and the run-time learning process. Fig. 3 shows the proposed negotiation
procedures to which these two learning processes for generating an offer are added.
The initial learning process initializes an artificial neural network through repetitive
learning. The run-time learning process simultaneously generates a contract (a coun-
ter-offer) and carries out learning with the artificial neural network based on the initial
learning process.
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Fig. 3. Two learning processes for generating an offer in the proposed negotiation agent system
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output layers has a value between zero and one. The criterion of the similarity in the
initial learning process is based on the distance between a pair of contracts. The run-
time learning process, however, is not dependent on the similarity.

In Fig. 2 the error terms δk and δh in the output and the hidden layers can be ex-
pressed as follows, respectively.

1) The error term δk of the output layer node k can be written as

( )( )kkkkk otoo −−= 1δ      (k = 1, 2, ... , n) (5)

2) The error term δh of the hidden layer node h can be written as
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where ok and tk are the output and target values of the output layer node k, respec-
tively, oh is the output values of hidden layer node h, and bhk is the weight from the
hidden layer node h to the output layer node k.
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The weight xyw from node x to node y can be updated by xyyxyxy pww ηδ+←  (η =

the learning rate, pxy = the input from node x to node y). Therefore, the weights of the
artificial neural network for the proposed system are updated as follows.





+←
+←

hkkhkhk

mhhmhmh

pbb

paa

ηδ
ηδ (7)

where amh is the weight from the input layer node m to the hidden layer node h.
In the beginning, all the weights of the artificial neural network in the initial

learning process are set to zero. Note that the weights of the artificial neural network
after the initial learning process will become non-zeroes because the weights are up-
dated repeatedly. The initial learning process establishes the initial weights of the arti-
ficial neural network for the run-time learning process through repetitive learning.

3.2.4   The Run-Time Learning Process
The run-time learning process generates a contract and carries out a learning process
on the artificial neural network after the initial learning process. In this process the in-
put layer node m has the value of q

jm
v  (m=1,2, ... , n) which is the evaluation value of

the previous contract that was rejected by the other party. The output value of the arti-
ficial neural network is converted to the offer value for each attribute jk  (k =1,2, ..., n)
by Equation (3), and these offer values for the entire attributes constitute a counter-
offer for the other party.

For example, when agent 1 rejects a contract {$200, 20,000km, 18mos.} offered by
agent 2, the contract are converted to the normalized value set {0.766, 0.684, 0.612},
which was computed with Equation (2). This normalized value set is then fed into the
neural network of agent 2. Assume that the output of the neural network is {0.728,
0.691, 0.545}. Then this output is now converted to {$210, 19,000km, 15mos.} with
Equation (3) as a counter-offer, and the weights of the network are updated with the
backpropagation of the neural network by Equation (7).

The utility of the target is preserved as the current utility of the iso-value curve. If
an agreement cannot be reached until a certain number of rounds in a negotiation, the
utility is decreased with a predetermined rate. If the agreement cannot be reached
within 100 rounds in a negotiation, the utility is decreased with 0.01 and carries out
the negotiation. In the run-time learning process, the number of iterations for learning
is increased monotonically as the number of rounds in the negotiation is increased. In
the experiment, the learning rate is set to 0.01 during the negotiation process.

The proposed negotiation system utilizes the incremental learning method to gen-
erate counter-offers and is trained by the previous offer that has been rejected by the
other party. Therefore, under the realistic and practical environment of negotiations,
the incremental learning agent system is able to perform negotiations more rapidly
and to guarantee more profits of the participants compared with the negotiation sys-
tems based on the similarity and the trade-off mechanism [6].
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4   The Experimental Results

4.1   The Input Datasets

The proposed negotiation system is compared with the negotiation systems using the
trade-off mechanism in [6]. The seller’s negotiation data are generated randomly
within the range from Min to Max values in Table 3. The weights of the price and the
mileage for a seller are chosen randomly within the ranges of the preferences in Table
3, respectively. The weight of the warranty is determined with the equation in the ta-
ble entry after the weights of the price and the mileage have been chosen. Two hun-
dred sellers are created for the experiments.

The buyer’s negotiation data are generated according to Tables 4 and 5. In these
tables, Pmax, Mmax, and Wmin are the request values of the price, the mileage, and
the warranty for a seller created in Table 3, respectively. Similarly, Pmin, Mmin, and
Wmax are the allowable values of the price, the mileage, and warranty for a seller
created from Table 3, respectively. In Tables 4 and 5, α is introduced to indicate how
much the negotiation range of an attribute for one party intersects with that of the
same attribute of the other party. By a negotiation range we mean the range from a re-
quest value to an allowable value of an attribute for a party. α is chosen randomly
within the range of α in Tables 4 or 5 to create the buyer’s request and allowable val-
ues for each attribute. We create one hundred buyers from Table 4 and another one
hundred buyers are created with Table 5. A buyer created from Table 4 is likely to
have negotiation ranges that are less similar to those of a seller, while the negotiation
ranges of a buyer created from Table 5 are more similar to those of a seller. We call
the buyer data created from Table 4 the Negotiation Dataset I and the buyers data
from Table 5 the Negotiation Dataset II.

Table 3. The constructions of seller’s negotiation data

Attribute
Request values

[Min, Max]
Allowable values

[Min, Max]
The range of preference

Price (Dollars) [5000, 10000] [1500, 3000] [0.4, 0.6]
Mileage (Miles) [30000, 100000] [10000, 20000] [0.2, 0.4]

Warranty (Months) [6, 12] [14, 36] 1 – {the weight of price +
the weight of mileage}

Table 4. The Negotiation Dataset I

Attribute Request value Allowable value The range of α
Price (Dollars) Pmin+(Pmax–Pmin)·α Pmax+(Pmax-Pmin)·α [-0.4, 0.1]
Mileage (Miles) Mmin+(Mmax-Mmin)·α Mmax+(Mmax-Mmin)·α [-0.4, 0.1]
Warranty (Months) Wmax+(Wmax-Wmin)·α Wmin+(Wmax-Wmin)·α [-0.1, 0.4]



554        S. Park and S.-B. Yang

Table 5. The Negotiation Dataset II

Attribute Request value Allowable value The range of α
Price (Dollars) Pmin+(Pmax-Pmin)·α Pmax+(Pmax-Pmin)·α [-0.25, 0.1]
Mileage (Miles) Mmin+(Mmax–Mmin)·α Mmax+(Mmax-Mmin)·α [-0.25, 0.1]
Warranty (Months) Wmax+(Wmax-Wmin)·α Wmin+(Wmax-Wmin)·α [-0.1, 0.25]

4.2   The Experiment Environment

The Negotiation Datasets I and II include various inclinations of buyers and sellers.
The experiments are carried out on these datasets to compare the performance of the
proposed negotiation agent system with those of other negotiation systems based on
the trade-off mechanism. At each agreement for all the negotiation systems, the dif-
ference between the profits of the buyer and the seller in a bilateral negotiation has
never exceeded 0.03. Therefore, the performance of a negotiation agent system can be
determined with the summation of the profits of both the buyer and the seller.

In order to compare the incremental learning system proposed in this paper (Incre-
mental Learning System, ILS), three negotiation agent systems proposed by Faratin el
al. [6] have also been implemented. The first system is the negotiation agent system
using the similarity based on the information of the other party (Similarity-
Information System, SIS). The second one is the negotiation agent system using the
similarity based on the distance between contracts, without using the information of
the other party (Similarity-Distance System, SDS). The last system is the negotiation
agent system generating offers randomly, without considering the other party (Ran-
dom System, RS). Note that, among these negotiation agent systems, SIS is more ad-
vantageous in utility than other systems, because SIS operates under the assumption
that the agent of one party knows the personal information of the other party such as
the weights of attributes.

4.3   The Experimental Results

Fig. 4 shows the average bilateral profits for the negotiation systems on the Negotia-
tion Datasets I and II. The average bilateral profits indicate the summation of the
buyer’s and the seller’s profits. As shown in this figure, SIS obviously achieves the
best agreements for reciprocity, because SIS operates under the assumption that the
personal information of one party such as the weights of the attributes is available to
the other party in a negotiation. The figure also shows that ILS produces better
agreements for reciprocity than other negotiation agent systems in the practical envi-
ronment.
    Fig. 5 shows the average relative errors of ILS, SDS and RS with respect to SIS on
the Negotiation Datasets I and II. For these two datasets, the average relative errors of
ILS are 2.17% and 1.84%, which are lower than those of SDS, respectively. Obser-
vethat ILS provides better agreements on the Negotiation Dataset II than on the Ne-
gotiation Dataset I, since the negotiation range of a buyer created from the Negotia-
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Fig. 4. The average bilateral profits for the negotiation systems on the Negotiation Dataset I
(left) and Dataset II (right)
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Fig. 5. The average relative errors of ILS, SDS and RS to SIS on the Negotiation Dataset I
(left) and Dataset II (right)

tion Dataset II is more similar to those of a seller. Considering both datasets, ILS is
superior to SDS in bilateral negotiations. Fig.4 also shows that RS has higher relative
errors than other negotiation systems for both datasets.

Fig. 6 shows the average execution times for the negotiation agent systems on the
datasets. For the Negotiation Dataset I, the average execution time of ILS is 1.7 sec-
onds; ILS is at least twenty times faster than others. For the Negotiation Dataset II,
the average execution time of ILS is 1.1 seconds; ILS is at least twenty seven times
faster than other systems. The execution times for the Negotiation Dataset I are longer
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than those for the Negotiation Dataset II throughout all the negotiation agent systems,
because the negotiation range of a buyer created from the Negotiation Dataset II is
more similar to that of a seller. From the viewpoint of the online and real-time nego-
tiation with unspecific persons for the e-commerce, ILS performs more efficient ne-
gotiations than other negotiation systems considering both the execution time and ne-
gotiation results.
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Fig. 6. The average execution times of the negotiation agent systems on the Negotiation Da-
tasets I (left) and Dataset II (right)

5   Conclusions

In this paper, we have proposed an efficient negotiation agent system that guarantees
the reciprocity of the attendants in a bilateral negotiation. The proposed negotiation
system exploits incremental learning in generating counter-offers and is trained by the
previous offers that have been rejected by the other party.

An agreement for reciprocity in this paper is reached under the assumption that the
profit is not partial to any single participant in a bilateral negotiation and that the con-
tract of the agreement guarantees as much profits as possible to both participants.
Therefore, since the difference between the profits of the buyer and the seller is
maintained under a predetermined threshold, a negotiation system can be evaluated by
the sum of the profits of both the buyer and the seller.

We have implemented three negotiation agent systems based on the work from
Faratin et al. (2000) to compare the performance of the proposed negotiation agent
system. The experimental results show that under the realistic and practical environ-
ment of negotiations the proposed system is more efficient in negotiations than others
in terms of both the profits for reciprocity and the execution time. The improvement
in the incremental learning method and the expansion to multilateral negotiations are
left as future researches.
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