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Abstract. In this paper we compare the performance of several popu-
lar clustering algorithms, including k-means, fuzzy c-means, hierarchical
agglomerative, and graph partitioning. The novelty of this work is that
the objects to be clustered are represented by graphs rather than the
usual case of numeric feature vectors. We apply these techniques to web
documents, which are represented by graphs instead of vectors, in or-
der to perform web document clustering. Web documents are structured
information sources and thus appropriate for modeling by graphs. We
will examine the performance of each clustering algorithm when the web
documents are represented as both graphs and vectors. This will allow
us to investigate the applicability of each algorithm to the problem of
web document clustering.

1 Introduction

The topic of clustering has long been studied in the pattern recognition commu-
nity. The goal of clustering is to create groups of data items in an unsupervised
fashion such that items in the same cluster are similar to each other yet dissimi-
lar to items in other clusters. Many algorithms are presented in the literature [1],
such as k-means [2], hierarchical agglomerative clustering [3], fuzzy c-means [4],
and graph partitioning [5]. A more recent method is the global k-means method,
which attempts to find a “good” initialization state for the k-means algorithm [6].

Common to many clustering algorithms is that they are expected to work
on data (usually numeric) which is represented by vectors (i.e. sets of attribute
values). However, using such vector representations may lead to the loss of the
inherent structural information in the original data. Consider, for example, the
case of web document clustering. With the increasingly large amount of Internet-
based content, it is difficult and costly to categorize and cluster every document
manually. In order to deal with this problem, automated clustering of web doc-
uments, which allows them be more easily browsed, organized, and cataloged
with minimal human intervention, is an important research area [7][8]. Under
the vector space model of document representation [3], which is often applied to
web documents, each term which may appear on a document is represented by
a vector component (or dimension). The values associated with each dimension
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indicate either the frequency of the term or its relative importance according
to some weighting scheme. A problem with representing web documents in this
manner is that certain information, such as the order of term appearance, term
proximity, term location within the document, and any web specific information,
is lost under the vector model. Graphs are a more robust data structure, capable
of capturing and maintaining this additional information.

Until recently, there have been no mathematical frameworks available for
dealing with graphs in the same fashion that we can deal with vectors. Cluster-
ing algorithms require the computation of similarity (or distance) between two
objects. This is easily accomplished with vectors in a Euclidean feature space,
but until recently it has not been possible with graphs [9][10][11]. Further, a rep-
resentative of a cluster (such as a centroid) is sometimes required for clustering;
again, we have not had such tools available for graphs until lately [12].

Given these new graph-theoretic foundations, a version of the k-means al-
gorithm which can cluster data that is represented by graphs rather than by
vectors has been proposed [13]. The experimental results, which compared clus-
tering performance with the traditional vector-based k-means, showed that the
performance when representing documents by graphs usually exceeds that of the
corresponding vector-based approach.

In this paper we will compare the clustering performance of several differ-
ent classical clustering algorithms when using data represented by graphs. As
mentioned above, it has been shown that the graph representation scheme un-
der the k-means algorithm compares favorably with the vector approach [13] in
terms of clustering performance. We have already investigated the effects of var-
ious graph distance measures [14] and graph representations [15] on clustering
performance. However, the impact of changing the underlying clustering algo-
rithms when clustering data represented by graphs has not been examined. Given
graph-theoretic distance and centroid definitions, we can adapt many different
clustering algorithms to work with graph-based data in addition to k-means.

Clustering data which is represented by graphs is a novel approach, and it
is important for the reader to realize the difference between this method and
the well known graph partitioning clustering procedure [5]. In our approach, the
data items themselves (web documents for the application presented here) are
represented by graphs which are then used in a classical clustering algorithm;
by contrast, in graph partitioning clustering, each data item is represented by
a single node in a graph representing the clustering problem, with edge weights
indicating similarity between nodes (data items). Clustering with graph rep-
resentations is also discussed in [16], where structural similarity is determined
by the subgraph relation and graphs are restricted to having numerical-valued
attributes. Our approach uses the size of the maximum common subgraph to
calculate real-valued distances between pairs of graphs and does not place any
restriction on the attributes or labels associated with the nodes and edges of
graphs.

The remainder of the paper is organized as follows. In Sect. 2 we will briefly
explain how clustering algorithms can utilize data that is represented by graphs.
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We will also present one of our novel graph representations for web documents.
The experimental results comparing each clustering algorithm will be given in
Sect. 3. Sect. 4 contains our concluding remarks.

2 Clustering Algorithms for Graph Representations

In order to deal with data represented by graphs instead of the traditional case of
vectors when using a clustering algorithm, we need two mathematical definitions:
distance between graphs and a representative of a set of graphs. A distance
measure for graphs, based on the maximum common subgraph (the largest graph
shared in common by two graphs) has been proposed [9]:

dist(G1, G2) = 1 − |mcs(G1, G2)|
max(|G1|, |G2|) (1)

where G1 and G2 are graphs, mcs(G1, G2) is their maximum common subgraph,
max(. . .) is the standard numerical maximum operation, and | . . . | denotes the
size of the graph. The size of a graph is taken in the current work to be the
number of nodes and edges contained in the graph. In the general case the
computation of the maximum common subgraph is NP-Complete [17], but for
our graph representation of web documents (described below) the computation
of the maximum common subgraph can be accomplished in polynomial time due
to the existence of unique node labels [18].

In order to create a representative of a set of graphs, we can use the median
of set of graphs [12]:

g = arg min
∀s∈S

(
1
n

n∑
i=1

dist(s, gi)
)

(2)

In basic terms, the median is the graph g in the set of graphs S (where S =
{g1, g2, . . . , gn}) which has the minimum average distance to all other graphs in
the set.

By using Eqs. 1 and 2 instead of vector distance calculations or centroid
calculations, respectively, we can arrive at a version of a classical clustering
algorithm which can utilize data represented by graphs. In order to represent
web documents using graphs and maintain the information that is usually lost
in a vector model representation, we use the following method. First, each term
(word) appearing in the web document, except for stop words such as “the”,
“of”, and “and” which convey little information, becomes a node in the graph
representing that document. This is accomplished by labeling each node with the
term it represents. Note that we create only a single node for each word even if a
word appears more than once in the text. Thus each node in the graph represents
a unique word and is labeled with a unique term not used to label any other
node. Second, if word a immediately precedes word b somewhere in a “section” s
of the web document, then there is a directed edge from the node corresponding
to a to the node corresponding to b with an edge label s. We take into account
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Fig. 1. Example of a graph representation of a document.

certain punctuation (such as a period) and do not create an edge when these are
present between two words. Sections we have defined are: title, which contains
the text related to the web document’s title and any provided keywords; link,
which is text appearing in clickable hyperlinks on the web document; and text,
which comprises any of the readable text in the web document (this includes
link text but not title and keyword text). Next, we remove the most infrequently
occurring words for each document by deleting their corresponding nodes, leaving
at most m nodes per graph (m being a user provided parameter). This is similar
to the dimensionality reduction process for vector representations but with our
method the term set can be different for each document. Finally, we perform a
simple stemming method and conflate terms to the most frequently occurring
form by re-labeling nodes and updating edges as needed. An example of this
type of graph representation is given in Fig. 1. The ovals indicate nodes and
their corresponding term labels. The edges are labeled according to title (TI),
link (L), or text (TX). The document represented by the example has the title
“YAHOO NEWS”, a link whose text reads “MORE NEWS”, and text containing
“REUTERS NEWS SERVICE REPORTS”. Note also there is no restriction on
the form of the graph and that cycles are allowed. While this appears superficially
similar to the bigram, trigram, or N-gram methods [19], those are statistically-
oriented approaches based on word occurrence probability models. Our method
does not require or use the computation of term probabilities.

3 Experimental Results

In order to evaluate the performance of our proposed method of using graphs
with the various clustering algorithms, we performed several experiments on
two different collections of web documents, called the F-series and the J-series1.
Each collection contains web documents in HTML format. The F-series origi-
nally contained 98 documents assigned to one or more of 17 sub-categories of
four major category areas. Since there are multiple sub-category classifications
from the same category area for many of these documents, we have reduced
the categories to just the four major categories in order to simplify the problem.
1 The data sets are available under these names at: ftp://ftp.cs.umn.edu/dept/users/

boley/PDDPdata/
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Fig. 2. Experimental results for the F-series data set.

There were five documents that had conflicting multiple classifications (i.e., they
were classified to belong to two or more of the four major categories) which we
removed, leaving 93 total documents. The J-series contains 185 documents and
ten categories. We have not modified this data set. Clustering performance is
calculated by the Rand Index [20], which is defined as the number of agreements
(i.e. pairs of items which both appear together in a ground truth cluster and a
cluster created by the clustering algorithm; or pairs of items which appear in
different clusters in both ground truth and the created clusters) divided by the
number agreements and disagreements (i.e. those cases that are not agreements).
Thus the Rand Index is a measure of how closely the clustering created by some
clustering algorithm matches ground truth (i.e. it is a measure of clustering ac-
curacy). A value of 1.0 indicates a clustering that exactly matches ground truth.

The clustering performance results for the F-series and the J-series for the
various graph-based clustering algorithms are given in Figs. 2 and 3, respectively.
The charts show the performance of each algorithm as a group of four columns.
From left to right the algorithms compared are: k-means, global k-means, fuzzy
c-means, hierarchical agglomerative clustering (single link), hierarchical agglom-
erative clustering (complete link), and graph partitioning. For our experiments
we varied the maximum number of nodes allowed per graph, which is the pa-
rameter m described in the previous section. Within each group of columns, the
white (leftmost) bar indicates using 30 nodes per graph maximum. The grey
bars correspond to using 50 nodes per graph maximum, while the black bars are
the results when using 70 nodes per graph maximum. The rightmost (striped)
bars represent the performance of the traditional vector-based approach using a
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Fig. 3. Experimental results for the J-series data set.

distance measure based on Jaccard similarity [3], which was the best perform-
ing in our experiments. Nondeterministic clustering algorithms that use random
initializations (k-means and fuzzy c-means) are represented by the average of
ten experiments. The results indicate that the single link hierarchical clustering
algorithm and the graph partitioning algorithm both performed poorly for all
graph sizes and both data sets. Their similar performance is not surprising, as
both methods take a similar approach of examining pairs of minimum distance
objects; the hierarchical agglomerative algorithm can be seen as a bottom-up pro-
cedure while the graph partitioning method is its top-down counterpart. Both of
these algorithms can lead to a “chaining effect” where most objects are placed
in one large cluster with the other clusters containing only one or a few objects
each. Complete link hierarchical agglomerative clustering does not suffer from
this phenomenon, and thus its performance is considerably improved over the
case of single link. Global k-means was the best performing algorithm overall; it
only performed worse than other methods for the F-series data set when using 50
nodes per graph. The graph sizes we selected did not have a consistent influence
across algorithms or data sets.

In comparing the performance of the graph-based methods to the traditional
vector-based clustering, we see that in most cases clustering with data repre-
sented by graphs outperformed the clustering produced with a vector represen-
tation for the same clustering algorithm. Only for the single link hierarchical ag-
glomerative clustering and graph partitioning algorithms did the vector approach
perform better than all the graph-based experiments in the group; however, the
margin of improvement was slight and clustering performance was still poor for
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all approaches for these two algorithms. The graph clustering approach strongly
outperformed the vector model for the complete link hierarchical agglomerative
clustering algorithm for both data sets.

4 Conclusions

In this paper we compared the performance of several popular clustering algo-
rithms when using data represented by graphs rather than other conventional
representation models, such as vectors. The novelty of this work is utilizing
classical clustering algorithms, such as k-means or hierarchical agglomerative
clustering, for clustering graph-based data. We compared six algorithms in all:
k-means, global k-means, fuzzy c-means, hierarchical agglomerative clustering
(single link and complete link), and graph partitioning. We used the Rand Index
to measure how well the produced clusters matched ground truth when clus-
tering two web document data sets. The results showed our graph approach
outperformed the traditional vector representation methods for most clustering
algorithms, strongly for the case of the complete link hierarchical agglomerative
clustering algorithm.
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