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Abstract. We prove that negative hyper-resolution is a sound and com-
plete procedure for answering queries in disjunctive logic programs. In
our formulation, answers of queries are defined using disjunctive sub-
stitutions, which are more flexible than answer literals used in theorem
proving systems.

1 Introduction

Resolution can be used not only to prove theorems but also to answer questions.
This was first shown by Green in [5], where he introduced answer literals and a
planning method using resolution. His technique has become popular in AI.

Since resolution was introduced by Robinson [13] in 1965, many refinements
of resolution have been proposed by researchers in the field in order to cut down
the search space and increase efficiency. One of the most important refinements
of resolution is hyper-resolution, which was also introduced by Robinson [12]
in the same year 1965. Hyper-resolution constructs a resolvent of a number of
clauses at each step. Thus it contracts a sequence of bare resolution steps into a
single inference step and eliminates interactions among intermediary resolvents,
and interactions between them and other clauses.

There are many completeness results in the literature for various refinements
of resolution, but these results usually derive refutation completeness, i.e. the
empty clause will be derived if the input clauses are inconsistent. For question-
answering systems, we want a stronger result called answer completeness: for
every correct answer there exists a more general computed answer.

A refinement of resolution for the Horn fragment, called SLD-resolution in [1],
was first described by Kowalski [6] for logic programming. It is a sound and
complete procedure for answering queries in definite logic programs. In [9], Lobo
et al gave a linear resolution method with a selection function, called SLO-
resolution, for answering goals in disjunctive logic programs. SLO-resolution is
an extension of SLD-resolution, and both of them are answer complete under
any selection function.
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SLO-resolution extends SLD-resolution in a natural way, and in our opinion,
it is a potential framework for developing efficient proof procedures. However,
queries and derivations formulated in SLO-resolution allow only definite answers,
and in fact, SLO-resolution is answer complete only for a certain class of queries.
Consider an example of [9] : given the program P = {p(a) ∨ p(b) ←} and the
query Q = ← p(x), there is no computed answer in SLO-resolution for P ∪ Q,
while there exists a disjunctive answer {{x/a}, {x/b}}. Of course, if we rewrite
Q to Q′ = ← p(x)∨ p(y) then there is a computed answer {x/a, y/b}, but if the
considered program is larger, it is difficult to know when and where we need to
rewrite goals, and furthermore, rewriting goals is inconvenient for users.

There are also other goal oriented proof procedures proposed for disjunctive
logic programming: nearHorn-Prolog procedures by Loveland [10], SLI-resolution
by Lobo et al [8], and restart model elimination (RME) by Baumgartner et al
[2]. The nearHorn-Prolog procedures extend SLD-resolution and Prolog style for
disjunctive logic programs, but they are of interest only when the considered
program contains very few non-Horn clauses. Both of SLI-resolution and RME
are variants of the model elimination procedure. SLI-resolution is related to
SLO-resolution, while RME is related to hyper tableaux.

In our opinion, it is very difficult for programmers to imagine behaviors of dis-
junctive logic programs as is possible when writing Prolog programs. Perhaps we
should adopt the approach by Loveland and use mechanisms of theorem proving
for non-Horn fragments of disjunctive logic programs. But as mentioned before,
the nearHorn-Prolog procedures proposed by Loveland have advantages only for
logic programs containing very few non-Horn clauses. For general cases, why
don’t we just use strongest theorem provers as proof procedures for disjunctive
logic programming?

In this work, we formulate a negative hyper-resolution calculus as a proof
procedure for disjunctive logic programming. In our formulation, every clause set
can be divided into a disjunctive logic program, which consists of non-negative
clauses, and a query. We define answers as disjunctive substitutions. To each goal
appearing in a derivation we attach a disjunctive substitution keeping bindings
of variables of the initial query. Our definition of answers is more flexible than
answer literals used in theorem proving systems. In [3], Brass and Lipeck also
defined disjunctive answer as a set of normal substitutions, but they did not give
further properties of disjunctive substitutions as we do. Our definition of correct
answers is compatible with the semantics of answer literals given by Kunen [7].
The theory of answer literals was discussed earlier in [5, 11, 4], but in those works
the authors assume that answer literals appear only in one clause.

As far as we know, answer completeness of negative hyper-resolution in our
setting of queries has not previously been studied. Here, we prove that negative
hyper-resolution is a sound and complete procedure for answering queries in
disjunctive logic programs.

This paper is organized as follows: In Section 2, we give definitions for dis-
junctive substitutions, disjunctive logic programs, queries, and correct answers.
In Section 3, we specify a negative hyper-resolution calculus as procedural se-



mantics of disjunctive logic programs. In Section 4, we prove answer soundness
of that calculus. We give a reverse fixpoint semantics for disjunctive logic pro-
grams in Section 5 and use it in Section 6 to prove answer completeness of the
calculus. The relationship between disjunctive substitutions and answer literals
is considered in Section 7. Section 8 concludes this work.

2 Preliminaries

First-order logic is considered in this work and we assume that the reader is
familiar with it. We now give the most important definitions for our work.

By ∀(ϕ) we denote the universal closure of ϕ, which is the closed formula
obtained by adding a universal quantifier for every free variable of ϕ.

An expression is either a term or a formula. If E is an expression, then by
V ar(E) we denote the set of all variables occurring in E.

The Herbrand universe UΓ of a formula set Γ is the set of all ground terms
that can be formed from the constants and function symbols in Γ : if no constants
occur in Γ then some arbitrary constant is used instead.

The Herbrand base BΓ of a formula set Γ is the set consisting of all ground
atoms that can be formed from the predicate symbols in Γ and the terms in UΓ .
When Γ is clear from the context, for M ⊆ BΓ , we write M to denote the set
BΓ −M .

2.1 Disjunctive Substitutions

A normal substitution is a finite set θ = {x1/t1, . . . , xn/tn}, where x1, . . . , xn

are different variables, t1, . . . , tn are terms, and ti 6= xi for all 1 ≤ i ≤ n. By
ε we denote the empty normal substitution. The set Dom(θ) = {x1, . . . , xn} is
called the domain of θ. By Ran(θ) we denote the set of all variables occurring
in t1, . . . , tn. Define V ar(θ) = Dom(θ) ∪ Ran(θ). For a set X of variables, the
restriction of θ to X, denoted by θ|X , is the substitution {x/t | x/t ∈ θ and
x ∈ X}.

Let θ = {x1/t1, . . . , xn/tn} be a normal substitution and E be an expression.
Then Eθ, the instance of E by θ, is the expression obtained from E by simul-
taneously replacing each occurrence of the variable xi in E by the term ti, for
1 ≤ i ≤ n.

Let θ = {x1/t1, . . . , xn/tn} and δ = {y1/s1, . . . , ym/sm} be normal substi-
tutions. Then the composition θδ of θ and δ is the substitution obtained from
the set {x1/t1δ, . . . , xn/tnδ, y1/s1, . . . , ym/sm} by deleting any binding xi/tiδ for
which xi = tiδ and deleting any binding yj/sj for which yj ∈ {x1, . . . , xn}.

If θ and δ are normal substitutions such that θδ = δθ = ε, then we call them
renaming substitutions and use θ−1 to denote δ (which is unique w.r.t. θ).

A disjunctive substitution Θ is a finite and non-empty set of normal sub-
stitutions. Define Dom(Θ) =

⋃
θ∈Θ Dom(θ), Ran(Θ) =

⋃
θ∈Θ Ran(θ), and

V ar(Θ) = Dom(Θ) ∪ Ran(Θ). For X ⊆ Dom(Θ), the restriction of Θ to X



is denoted by Θ|X and defined as {θ|X | θ ∈ Θ}. We treat a normal substitution
θ also as the disjunctive substitution {θ}.

If ϕ is a formula then ϕΘ =def {ϕθ | θ ∈ Θ}. If Γ is a set of formulas then
ΓΘ =def {ϕθ | ϕ ∈ Γ, θ ∈ Θ}. The composition Θ∆ of disjunctive substitutions
Θ and ∆ is the disjunctive substitution {θδ | θ ∈ Θ, δ ∈ ∆}.

A disjunctive substitution Θ is more general than ∆ if there exists a normal
substitution σ such that for X = Dom(Θ) ∪Dom(∆), (Θσ)|X ⊆ ∆.

As some properties of disjunctive substitutions, for an expression E and
disjunctive substitutions Θ, Θ1, Θ2, Θ3, we have: Θε = εΘ = Θ, (EΘ1)Θ2 =
E(Θ1Θ2), and (Θ1Θ2)Θ3 = Θ1(Θ2Θ3).

2.2 Disjunctive Logic Programs and Queries

A clause is a formula of the form

∀x1 . . .∀xh(A1 ∨ . . . ∨An ∨ ¬B1 ∨ . . . ∨ ¬Bm)

where x1, . . . , xh are all the variables occurring in the rest of the formula, n ≥ 0,
m ≥ 0, and Ai and Bj are atoms. We write such a clause in the form

A1 ∨ . . . ∨An ← B1 ∧ . . . ∧Bm

We call A1 ∨ . . .∨An the head and B1 ∧ . . .∧Bm the body of the clause. If n = 0
and m = 0 then the clause is empty and denoted by ⊥. If n = 0 and m > 0 then
the clause is a goal. If n > 0 and m = 0 then the clause is positive. If n > 0 then
the clause is a (disjunctive) program clause.

A (disjunctive) logic program is a finite set of disjunctive program clauses. A
(disjunctive) query is a finite set of goals.

Let P be a logic program and Q = {← ϕ1, . . . , ← ϕn } be a query. We say
that a disjunctive substitution Θ with Dom(Θ) ⊆ V ar(Q) is a correct answer of
P ∪Q if P � ∀(

∨n
i=1

∨
θ∈Θ ϕiθ).

For example, if P = { p(f(x)) ∨ p(g(x)) ← } and Q = { ← p(y) }, then
Θ = {{y/f(x)}, {y/g(x)}} is a correct answer of P ∪Q.

In [7], Kunen characterized the semantics of answer literals used in theorem
proving systems by the following theorem: Let Σ be a set of sentences, ∃xϕ(x)
be a sentence, and Σ′ = Σ ∪ ∀(ans(x) ← ϕ(x)). If each τ i, for i = 1, . . . , k, is
a tuple of terms of the same length of x, then Σ′ � ∀(ans(τ1) ∨ . . . ∨ ans(τk))
(this specifies an answer) iff Σ � ∀(ϕ(τ1) ∨ . . . ∨ ϕ(τk)).

Our definition of correct answers is compatible with the semantics of answer
literals by Kunen. To see the compatibility, take Σ = P , assume that ϕ1, . . . , ϕn

have disjoint sets of variables, and let ϕ = ϕ1 ∨ . . . ∨ ϕn.

3 Negative Hyper-Resolution Semantics

An informative goal is a pair ϕ : Θ, where ϕ is a goal and Θ is a disjunctive sub-
stitution. Informally, Θ keeps the disjunctive substitution that has been applied



to variables of the initial query in the process of deriving ϕ. We will ignore the
word “informative” when it is clear from the context. An informative goal ϕ : Θ
is said to be ground if ϕ is ground.

Let ϕ = A1 ∨ . . .∨An ← B1 ∧ . . .∧Bm be a program clause (i.e. n > 0) and
ϕ1 : Θ1, . . . , ϕn : Θn be goals. Let ϕi = ← ξi ∧ ζi, for 1 ≤ i ≤ n, where ξi is a
non-empty set of atoms called the selected atoms of ϕi. If there exists an mgu
σ such that Aiσ = A′

jσ for every 1 ≤ i ≤ n and every A′
j ∈ ξi, then we call the

goal
← (B1 ∧ . . . ∧Bm ∧ ζ1 ∧ . . . ∧ ζn)σ : (Θ1 ∪ . . . ∪Θn)σ

a hyper-resolvent of ϕ and ϕ1 : Θ1, . . . , ϕn : Θn.
Note that “factoring” is hidden in our definition.
Before defining derivation and refutation we specify the process of standard-

izing variables apart. Denote the original set of variables of the language by
X , and assume that variables occurring in the given logic program, the given
query, or considered correct answers all belong to X . Let X ′ be an infinite set of
variables disjoint with X . We will use elements of X ′ for renaming variables.

Let ϕ be a program clause and ϕ1 : Θ1, . . . , ϕn : Θn be goals. A standardized
variant of the set {ϕ, ϕ1 : Θ1, . . . , ϕn : Θn} is a set {ϕδ, ϕ1δ1 : Θ1δ1, . . . ,
ϕnδn : Θnδn} where δ, δ1, . . . , δn are renaming substitutions such that Dom(δ) =
V ar(ϕ) and Ran(δ) ⊂ X ′, Dom(δi) = V ar(ϕi)∪Ran(Θi) and Ran(δi) ⊂ X ′ for
all 1 ≤ i ≤ n, and the sets Ran(δ), Ran(δ1), . . . , Ran(δn) are disjoint. Assume
that standardizing variants is done by some unspecified deterministic procedure.

Let P be a logic program and Q a query. A derivation from P ∪ Q is a
sequence ϕ1 : Θ1, . . . , ϕn : Θn of goals such that for each 1 ≤ i ≤ n :

1. either ϕi is a clause of Q and Θi = ε;
2. or ϕi : Θi is a hyper-resolvent of a program clause ϕ′ and goals ϕ′i,1 : Θ′

i,1,
. . . , ϕ′i,ni

: Θ′
i,ni

, where {ϕ′, ϕ′i,1 : Θ′
i,1, . . . , ϕ′i,ni

: Θ′
i,ni
} is a standardized

variant of {ϕ, ϕi,1 : Θi,1, . . . , ϕi,ni
: Θi,ni

}, ϕ is a program clause of P ,
and ϕi,1 : Θi,1, . . . , ϕi,ni

: Θi,ni
are goals from the sequence ϕ1 : Θ1, . . . ,

ϕi−1 : Θi−1.

For simplicity, Condition 2 of the above definition will be also stated as
ϕi : Θi is a hyper-resolvent of a standardized variant of a program clause ϕ of
P and standardized variants of some goals from ϕ1 : Θ1, . . . , ϕi−1 : Θi−1.

A refutation of P ∪ Q is a derivation from P ∪ Q with the last goal of the
form ⊥ : Θ. The disjunctive substitution Θ|V ar(Q) is called the computed answer
of P ∪Q w.r.t. that refutation.

Example 1. Let P be the program consisting of the following clauses:

(1) s(x, a)← p(x)
(2) s(x, b)← q(x)
(3) p(x) ∨ q(x)← r(x)
(4) r(c)←

and let Q be the query consisting of the only following goal:



(5) ← s(x, y)

Here is a refutation of P ∪Q:

(6) ← s(x, y) : ε from (5)
(7) ← p(x2) : {x/x2, y/a, x1/x2, y2/a} (1),(6)
(8) ← q(x4) : {x/x4, y/b, x3/x4, y4/b} (2),(6)
(9) ← r(x5) : {{x/x5, y/a, x1/x5, y2/a, x2/x5, x6/x5, x7/x5},

{x/x5, y/b, x3/x5, y4/b, x4/x5, x6/x5, x7/x5}} (3),(7),(8)
(10)⊥ : {{x/c, y/a, x1/c, y2/a, x2/c, x6/c, x7/c, x5/c, x8/c},

{x/c, y/b, x3/c, y4/b, x4/c, x6/c, x7/c, x5/c, x8/c}} (4),(9)

The computed answer is {{x/c, y/a}, {x/c, y/b}}.

4 Answer Soundness

In this section, we show that for every logic program P and every query Q, every
computed answer of P ∪Q is a correct answer of P ∪Q.

Lemma 1. Let ← ψ : Θ be a hyper-resolvent of a program clause ϕ and goals
← ϕ1 : Θ1, . . . , ← ϕn : Θn with σ being the involved mgu. Let M be a model of
ϕ. Then M �

∨n
i=1(ψ → ϕiσ). In particular, if ψ is empty then M �

∨n
i=1 ϕiσ.

Proof. Let ϕ = A1∨ . . .∨An ← B1∧ . . .∧Bm and ϕi = ξi∧ζi, where ξi is the set
of selected atoms of← ϕi, for 1 ≤ i ≤ n. Then ψ = (B1∧. . .∧Bm∧ζ1∧. . .∧ζn)σ.
Let V be an arbitrary variable assignment. Suppose that M,V � ψ. Because M
is a model of ϕ and M,V � ψ, it follows that M,V � (A1 ∨ . . . ∨ An)σ. Hence
M,V �

∨n
i=1(Ai ∧ ζi)σ, since M,V � ψ. Thus M,V �

∨n
i=1 ϕiσ. Since V is an

arbitrary variable assignment, we conclude that M �
∨n

i=1(ψ → ϕiσ).

Lemma 2. Let P be a logic program, Q = {← ϕ1, . . . , ← ϕn} be a query,
and ← ψ : Θ be the last goal in a derivation from P ∪ Q. Let M be a model
of P . Then M �

∨n
i=1

∨
θ∈Θ(ψ → ϕiθ). In particular, if ψ is empty then M �∨n

i=1

∨
θ∈Θ ϕiθ.

Proof. We prove this lemma by induction on the length of the derivation. The
case when ← ψ is a clause of Q and Θ = ε is trivial. Suppose that ← ψ : Θ is
derived as a hyper-resolvent of a standardized variant of a program clause ϕ and
standardized variants of goals← ψ1 : Θ1, . . . ,← ψm : Θm. Let σ be the involved
mgu and δ, δ1, . . . , δm be the involved renaming substitutions. By the inductive
assumption, we have M �

∨n
i=1

∨
θ∈Θj

(ψj → ϕiθ) for all 1 ≤ j ≤ m. Thus M �∨n
i=1

∨
θ∈Θj

(ψjδjσ → ϕiθδjσ), and hence M �
∨n

i=1

∨
θ∈Θjδjσ(ψjδjσ → ϕiθ),

for all 1 ≤ j ≤ m. Note that Θjδjσ ⊆ Θ. By Lemma 1, M �
∨m

j=1(ψ → ψjδjσ).
These two assertions together imply that M �

∨n
i=1

∨
θ∈Θ(ψ → ϕiθ).

Theorem 1 (Soundness). Let P be a logic program, Q a query, and Θ a
computed answer of P ∪Q. Then Θ is a correct answer of P ∪Q.



Proof. Let Q = {← ϕ1, . . . ,← ϕn} and let ⊥ : Θ′ be the last goal in a refutation
of P∪Q such thatΘ = Θ′

|V ar(Q). LetM be an arbitrary model of P . By Lemma 2,
M �

∨n
i=1

∨
θ∈Θ′ ϕiθ, and hence M �

∨n
i=1

∨
θ∈Θ ϕiθ. Since M is an arbitrary

model of P , we derive P � ∀(
∨n

i=1

∨
θ∈Θ ϕiθ), which means that Θ is a correct

answer of P ∪Q.

5 Reverse Fixpoint Semantics

The fixpoint semantics of definite logic programs was first introduced by van
Emden and Kowalski [14] using the direct consequences operator TP . This oper-
ator is monotonic, continuous, and has the least fixpoint TP ↑ω =

⋃ω
n=0 TP ↑n,

which forms the least Herbrand model of the given logic program P . In [9], Lobo
et al extended the fixpoint semantics to disjunctive logic programs. Their direct
consequences operator, denoted by T I

P , iterates over model-states, which are sets
of disjunctions of ground atoms. This operator is also monotonic, continuous,
and has a least fixpoint which is a least model-state characterizing the given
program P .

In this section, we study a reversed analogue of the “direct consequences”
operator called the direct derivation operator. The results of this section will be
used to prove answer completeness of the negative hyper-resolution semantics.

Let P be a logic program, Q a query, and Γ the set obtained from P ∪Q by
replacing every positive clause (A1 ∨ . . .∨An ←) by (A1 ∨ . . .∨An ← >), where
> is a special atom not occurring in P and Q.

The direct derivation operator DΓ is a function that maps a set G of informa-
tive goals to another set of informative goals that can be directly derived from
Γ and G. It is formally defined as follows: DΓ (G) is the set of all goals ϕ : Θ
such that either ϕ is a clause of Q and Θ = ε or ϕ : Θ is a hyper-resolvent
of a program clause ψ′ and goals ψ′1 : Θ′

1, . . . , ψ′n : Θ′
n, where {ψ′, ψ′1 : Θ′

1,
. . . , ψ′n : Θ′

n} is the standardized variant of {ψ, ψ1 : Θ1, . . . , ψn : Θn}, ψ is a
program clause of Γ , and ψ1 : Θ1, . . . , ψn : Θn are goals from G.

Lemma 3. The operator DΓ is monotonic, compact, and hence also continuous.
It has the least fixpoint DΓ ↑ω =

⋃ω
n=0DΓ ↑n, where DΓ ↑0 = ∅ and DΓ ↑(n+ 1)

= DΓ (DΓ ↑n).

The first assertion of the above lemma clearly holds. The second assertion
immediately follows from the first one, by the Kleene theorem.

Let GΓ denote the set of all ground goals ϕ such that there exists an infor-
mative goal ϕ′ : Θ′ ∈ DΓ ↑ ω such that ϕ is a ground instance of ϕ′ (i.e. ϕ is
obtained from ϕ′ by uniformly substituting variables by terms from UΓ ).

A negated representative of GΓ is a set Φ of pairs (ϕ,A) such that: ϕ ∈ GΓ

and A is an atom of ϕ; and for every ψ ∈ GΓ , there exists exactly one atom B
of ψ (a negated representative of ψ) such that (ψ,B) ∈ Φ.

Clearly, every GΓ has at least one negated representative.
Let Φ be a negated representative of GΓ . A set M of ground atoms is called

a minimal refinement of Φ (w.r.t. GΓ ) if the following conditions hold:



1. for each A ∈M there exists (ϕ,A) ∈ Φ for some ϕ;
2. for each ϕ ∈ GΓ there exists A ∈M such that A is an atom of ϕ;
3. for each A ∈M there exists ϕ ∈ GΓ such that for every atom B of ϕ different

from A, we have B /∈M .

Condition 1 states that members of M come from Φ. Condition 2 states that
every Herbrand model disjoint with M satisfies GΓ ; in particular, M � GΓ . Con-
dition 3 states that M is a minimal set satisfying the two preceding conditions.

Lemma 4. Every negated representative Φ of GΓ has a minimal refinement.

Proof. Start from M = {A | (ϕ,A) ∈ Φ for some ϕ} and keeping in mind
that M will always satisfy the first two conditions of the definition of minimal
refinement, do the following: if M is not a minimal refinement of Φ due to some
A that violates the last condition of the definition, then remove that A from M .
This operator has a fixpoint which is a minimal refinement of Φ.

Theorem 2. Let Φ be a negated representative of GΓ and M a minimal refine-
ment of Φ. Then M is a maximal Herbrand model of Γ .

Proof. Since M is a minimal refinement of Φ, due to Condition 3 of its definition,
it is sufficient to prove that M is a model of Γ . Let ϕ = A1 ∨ . . . ∨ An ←
B1 ∧ . . . ∧Bm be a ground instance of some clause ϕ′ of Γ by a substitution σ.
It suffices to show that M � ϕ. Suppose that M 2 A1 ∨ . . . ∨An. We show that
M 2 B1 ∧ . . . ∧Bm.

Since each Ai is a ground atom and M 2 A1∨ . . .∨An, we must have Ai ∈M
for all 1 ≤ i ≤ n. Since M is a minimal refinement of Φ, it follows that for every
1 ≤ i ≤ n there exists (ϕi, Ai) ∈ Φ such that ϕi can be written as ← Ai ∧ ζi and
ζi is false in M . Since Φ is a negated representative of GΓ , for all 1 ≤ i ≤ n,
there exist a goal ϕ′i : Θ′

i ∈ DΓ ↑ω and a substitution σi such that ϕi = ϕ′iσi.
For 1 ≤ i ≤ n, let ξ′i be the set of all atoms A′′

i of ϕ′i such that A′′
i σi = Ai, and

let ζ ′i be the set of the remaining atoms of ϕ′i. We have ϕ′i = ← ξ′i ∧ ζ ′i.
Let {ϕ′′, ϕ′′1 : Θ′′

1 , . . . , ϕ
′′
n : Θ′′

n} be the standardized variant of {ϕ′, ϕ′1 : Θ′
1,

. . . , ϕ′n : Θ′
n} with δ, δ1, . . . , δn being the involved renaming substitutions. For

1 ≤ i ≤ n, let ξ′′i be the set of atoms of ϕ′′i originated from ξ′i. Let ψ′ : Θ′ be
a hyper-resolvent of the program clause ϕ′′ and the goals ϕ′′1 : Θ′′

1 , . . . , ϕ′′n : Θ′′
n

with ξ′′i as the set of selected atoms of ϕ′′i . Thus ψ′ : Θ′ ∈ DΓ ↑ ω. We have
ϕ = ϕ′σ = ϕ′′δ−1σ and ϕi = ϕ′iσi = ϕ′′i δ

−1
i σi, for all 1 ≤ i ≤ n. Hence

ψ = ← B1 ∧ . . . ∧Bm ∧ ζ1 ∧ . . . ∧ ζn is a ground instance of ψ′.
Since ψ′ : Θ′ ∈ DΓ ↑ω, we have ψ ∈ GΓ . By Condition 2 of the definition of

minimal refinement, we have M � GΓ . It follows that M � ψ, which means that
M � ¬B1 ∨ . . . ∨ ¬Bm ∨ ¬ζ1 ∨ . . . ∨ ¬ζn. Since ζi is false in M for all 1 ≤ i ≤ n,
it follows that M � ¬B1 ∨ . . . ∨ ¬Bm, and hence M 2 B1 ∧ . . . ∧Bm.

Corollary 1. Every maximal model of GΓ is a model of Γ .

Sketch. Every maximal model of GΓ is the compliment of a minimal refinement
of some negated representative of GΓ , and hence is a model of Γ .



6 Answer Completeness

In this section, we show that for every correct answer Θ of P ∪Q, where P is a
logic program and Q is a query, there exists a computed answer of P ∪Q which
is more general than Θ.

Lemma 5 (Lifting Lemma). Let P be a logic program, Q a query, and Θ a
disjunctive substitution. Let ϕ′1 : Θ′

1, . . . , ϕ′k : Θ′
k be a derivation from P ∪QΘ.

Then there exist a derivation ϕ1 : Θ1, . . . , ϕk : Θk from P ∪Q and substitutions
σi, for 1 ≤ i ≤ k, such that ϕiσi = ϕ′i and (Θiσi)|X ⊆ (ΘΘ′

i)|X .

Proof. Simulate the derivation ϕ′1 : Θ′
1, . . . , ϕ′k : Θ′

k from P ∪QΘ for P ∪Q so
that, for ψ ∈ Q and θ ∈ Θ, the goal ψθ ∈ QΘ is replaced by ψ. Let the resulting
derivation be ϕ1 : Θ1, . . . , ϕk : Θk.

We prove the assertion of this lemma by induction on i. The case when ϕi

is a clause from Q and Θi = ε is trivial. Suppose that ϕi : Θi is derived as a
hyper-resolvent of a standardized variant of a program clause ϕ = A1 ∨ . . . ∨
An ← B1 ∧ . . . ∧ Bm of P and standardized variants of goals ϕj1 : Θj1 , . . . ,
ϕjn : Θjn , where j1, . . . , jn belong to 1..(i− 1). Let δ, δ1, . . . , δn be the involved
renaming substitutions (for standardizing variants) and σ be the involved mgu.
Let ϕjt

=← ξjt
∧ζjt

with ξjt
as the set of selected atoms, for 1 ≤ t ≤ n. We have

Atδσ = A′
tδtσ for every 1 ≤ t ≤ n and every atom A′

t of ξjt
. The hyper-resolvent

ϕi : Θi is equal to

← (B1δ ∧ . . . ∧Bmδ ∧ ζj1δ1 ∧ . . . ∧ ζjn
δn)σ : (Θj1δ1 ∪ . . . ∪Θjn

δn)σ

By the inductive assumption, ϕjtσjt = ϕ′jt
, for all 1 ≤ t ≤ n. Hence ϕ′i : Θ′

i

is a hyper-resolvent of a standardized variant of ϕ and standardized variants
of ϕj1σj1 : Θ′

j1
, . . . , ϕjn

σjn
: Θ′

jn
. Let δ′, δ′1, . . . , δ

′
n be the involved renaming

substitutions (for standardizing variants) and σ′ be the involved mgu. We have
Atδ

′σ′ = A′
tσjt

δ′tσ
′ for every 1 ≤ t ≤ n and every atom A′

t of ξjt
. The hyper-

resolvent ϕ′i : Θ′
i is equal to

← (B1δ
′ ∧ . . . ∧Bmδ

′ ∧ ζj1σj1δ
′
1 ∧ . . . ∧ ζjn

σjn
δ′n)σ′ : (Θ′

j1δ
′
1 ∪ . . . ∪Θ′

jn
δ′n)σ′

Let γ be the normal substitution specified as below

γ = (δ−1δ′)|Dom(δ−1) ∪ (δ−1
1 σj1δ

′
1)|Dom(δ−1

1 ) ∪ . . . ∪ (δ−1
n σjn

δ′n)|Dom(δ−1
n )

Let 1 ≤ t ≤ n and let A′
t be an atom of ξjt

. We have Atδγ = Atδ
′ and

A′
tδtγ = A′

tσjtδ
′
t. Since Atδ

′σ′ = A′
tσjtδ

′
tσ

′, it follows that Atδγσ
′ = A′

tδtγσ
′.

Because σ is an mgu such that Atδσ = A′
tδtσ for every 1 ≤ t ≤ n and every

atom A′
t of ξjt

, there exists σi such that γσ′ = σσi.
For 1 ≤ s ≤ m, we have Bsδσσi = Bsδγσ

′ = Bsδ
′σ′, and for 1 ≤ t ≤ n, we

have ζjt
δtσσi = ζjt

δtγσ
′ = ζjt

σjt
δ′tσ

′. Hence ϕiσi = ϕ′i.
For all 1 ≤ t ≤ n, we have (Θjtδtσσi)|X = (Θjtδtγσ

′)|X = ((Θjtδtγ)|X σ
′)|X =

((Θjtσjtδ
′
t)|X σ

′)|X = (Θjtσjtδ
′
tσ

′)|X . By the inductive assumption, (Θjtσjt)|X ⊆
(ΘΘ′

jt
)|X , and hence (Θjt

σjt
δ′tσ

′)|X ⊆ (ΘΘ′
jt
δ′tσ

′)|X . We also have Θ′
jt
δ′tσ

′ ⊆ Θ′
i,

which implies that (ΘΘ′
jt
δ′tσ

′)|X ⊆ (ΘΘ′
i)|X . Hence (Θjt

δtσσi)|X ⊆ (ΘΘ′
i)|X .

Therefore (Θiσi)|X ⊆ (ΘΘ′
i)|X , which completes the proof.



Theorem 3 (Completeness). Let P be a logic program, Q a query, and Θ a
correct answer of P ∪Q. Then there exists a computed answer Θ′ of P ∪Q which
is more general than Θ.

Proof. Let Q = {ϕ1, . . . , ϕn} and Y = V ar(Q) ∪ Ran(Θ). For each x ∈ Y , let
ax be a fresh constant symbol. Let δ = {x/ax | x ∈ Y } and Q′ = QΘδ. Since Θ
is a correct answer of P ∪Q, it follows that P ∪Q′ is unsatisfiable.

Let P ′ be the set obtained from P by replacing every positive clause
(A1 ∨ . . . ∨An ←) by (A1 ∨ . . . ∨ An ← >), and let Γ = P ′ ∪ Q′. Since P ∪ Q′

is unsatisfiable, we have Γ � ¬>.
We first show that (← >) ∈ GΓ . Suppose oppositely that for every ϕ ∈ GΓ ,

ϕ 6= (← >). Then there exists a negated representative Φ of GΓ which does not
contain >. Let M be a minimal refinement of Φ. We have that M contains >.
By Theorem 2, M � Γ , which contradicts with Γ � ¬>.

The above assertion states that there exists a derivation from Γ with the last
goal of the form ← > : ∆. By simulating that derivation for P ∪ Q′ with each
(A1 ∨ . . .∨An ← >) replaced by (A1 ∨ . . .∨An ←), we obtain a refutation with
⊥ : ∆ as the last goal.

Since Q′ = QΘδ, by Lemma 5, there exists a refutation of P ∪ Q with
the last goal of the form ⊥ : Θ′′ and a substitution σ′′ such that (Θ′′σ′′)|X ⊆
(Θδ∆)|X . We have that Θ′ = Θ′′

|V ar(Q) is a computed answer of P ∪ Q. Since
X ′ ∩ X = ∅, we have V ar(∆) ∩ V ar(Q) = ∅ and V ar(∆) ∩ V ar(Θδ) = ∅.
Since (Θ′′σ′′)|X ⊆ (Θδ∆)|X , it follows that (Θ′′σ′′)|V ar(Q) ⊆ (Θδ)|V ar(Q). Now
treat each ax as a variable and δ as a renaming substitution. Then we have
(Θ′′σ′′(δ−1))|V ar(Q) ⊆ (Θδ(δ−1))|V ar(Q). Since each ax occurs neither in Θ nor
in Θ′′, for σ′ = (σ′′δ−1)|Dom(σ′′), we can derive that (Θ′′σ′)|V ar(Q) ⊆ Θ. Hence
(Θ′σ′)|V ar(Q) ⊆ Θ and Θ′ is more general than Θ.

7 Keeping Information for Computed Answers

In this section, we first modify the definition of derivation so that disjunctive sub-
stitutions in informative goals keep only necessary information without violating
soundness and completeness of the calculus. We then show that informative goals
can be simulated by normal goals using answer literals. We also study cases when
it is possible to make computed answers more compact.

Let P be a logic program, Q a query, and X ⊆ V ar(Q). A derivation re-
stricted to X from P ∪Q is a modification of a derivation from P ∪Q in which
each newly derived hyper-resolvent ϕ : Θ is replaced immediately by ϕ : Θ|X .
(Note that such a replacement affects the remaining part of the derivation.) A
refutation restricted to X of P ∪ Q is a derivation restricted to X from P ∪ Q
with the last goal of the form ⊥ : Θ.

Example 2. Reconsider Example 1. Here is a refutation restricted to {x, y} of
P ∪Q :

(6) ← s(x, y) : ε from (5)



(7) ← p(x2) : {x/x2, y/a} (1),(6)
(8) ← q(x4) : {x/x4, y/b} (2),(6)
(9) ← r(x5) : {{x/x5, y/a}, {x/x5, y/b}} (3),(7),(8)
(10)⊥ : {{x/c, y/a}, {x/c, y/b}} (4),(9)

Lemma 6. Let P be a logic program, Q a query, and X ⊆ V ar(Q). Let ϕ1 : Θ1,
. . . , ϕn : Θn be a derivation from P ∪Q and ϕ1 : Θ′

1, . . . , ϕn : Θ′
n be its version

restricted to X. Then Θ′
i = Θi|X for all 1 ≤ i ≤ n.

This lemma can be proved by induction on i in a straightforward way.
The following theorem states that we can save memory when searching for

refutations by restricting kept disjunctive substitutions to the set of interested
variables. The theorem immediately follows from the above lemma.

Theorem 4. Let P be a logic program, Q a query, and X ⊆ V ar(Q). If ⊥ : Θ′ is
the last goal of a refutation restricted to X of P ∪Q, then there exists a computed
answer Θ of P ∪Q such that Θ′ = Θ|X . Conversely, for every computed answer
Θ of P ∪Q, there exists a refutation restricted to X of P ∪Q with the last goal
⊥ : Θ′ such that Θ′ = Θ|X (in particular, Θ′ = Θ when X = V ar(Q)).

We can simulate disjunctive substitutions by answer literals as follows.
For each variable x, let “x” be a constant symbol for keeping the name of x.

We use “x”/t, where / is an infix function symbol, to keep the binding x/t.
Let ans be a special predicate symbol which can have different arities. Atoms
of this predicate symbol will be always denoted either explicitly as ans(. . .)
or using a prefix Ans. A literal ans(“x1”/t1, . . . , “xn”/tn) is called an answer
literal if x1, . . . , xn are different variables. This answer literal can be treated
as {x1/t1, . . . , xn/tn}. By deleting from this set pairs xi/ti with ti = xi we
obtain a normal substitution, which is called the substitution corresponding to
the answer literal ans(“x1”/t1, . . . , “xn”/tn). If ϕ = Ans1 ∨ . . .∨Ansm and θi is
the substitution corresponding to Ansi, for 1 ≤ i ≤ m, then we call {θ1, . . . , θm}
the disjunctive substitution corresponding to ϕ. Assume that ε is the substitution
corresponding to the empty clause.

A goal with answer literals is a clause of the following form, with n,m ≥ 0 :

Ans1 ∨ . . . ∨Ansn ← B1 ∧ . . . ∧Bm

Let ϕ = A1 ∨ . . . ∨ An ← B1 ∧ . . . ∧ Bm be a program clause (n > 0),
and (ψ1 ← ϕ1), . . . , (ψn ← ϕn) be goals with answer literals (i.e. each ψi is
a disjunction of answer literals). Let ϕi = (ξi ∧ ζi) for 1 ≤ i ≤ n, where ξi is
a non-empty set of atoms selected for ϕi. If there exists an mgu σ such that
Aiσ = A′

iσ for every 1 ≤ i ≤ n and every atom A′
i of ξi, then we call the goal

(ψ1 ∨ . . . ∨ ψn ← B1 ∧ . . . ∧Bm ∧ ζ1 ∧ . . . ∧ ζn)σ

a hyper-resolvent (with answer literals) of ϕ and (ψ1 ← ϕ1), . . . , (ψn ← ϕn).
Note that such a hyper-resolvent is also a goal with answer literals.



Let P be a logic program, Q = {ϕ1, . . . , ϕn} a query, and X ⊆ V ar(Q).
For each 1 ≤ i ≤ n, let V ar(ϕi) ∩ X = {xi,1, . . . , xi,ki}, ϕi = ← ξi, and ϕ′i =
ans(“xi,1”/xi,1, . . . , “xi,ki”/xi,ki) ← ξi if ki > 0, or ϕ′i = ϕi if ki = 0. Let
Q′ = {ϕ′1, . . . , ϕ′n}. A derivation from P ∪ Q with answer literals for X is a
sequence ψ1, . . . , ψm of goals with answer literals such that for each 1 ≤ j ≤ m,
either ψj ∈ Q′ or ψj is a hyper-resolvent with answer literals of a standardized
variant of a program clause of P and standardized variants of some goals from
ψ1, . . . , ψj−1, where a standardized variant is a renaming of all the variables
in the original clause so that it does not contain variables of the other involved
variants. Such a derivation is called a refutation of P ∪Q with answer literals for
X if the last goal ψm is either the empty clause or a positive clause (consisting
of only answer literals).

Example 3. Reconsider Example 1. Here is a refutation of P ∪ Q with answer
literals for {x, y} :

(6) ans(“x”/x, “y”/y)← s(x, y) from (5)
(7) ans(“x”/x2, “y”/a)← p(x2) (1),(6)
(8) ans(“x”/x4, “y”/b)← q(x4) (2),(6)
(9) ans(“x”/x5, “y”/a) ∨ ans(“x”/x5, “y”/b)← r(x5) (3),(7),(8)
(10) ans(“x”/c, “y”/a) ∨ ans(“x”/c, “y”/b) (4),(9)

Theorem 5. Let P be a logic program, Q a query, and X ⊆ V ar(Q). If ψ is
the last goal of a refutation of P ∪Q with answer literals for X, then there exists
a computed answer Θ of P ∪ Q such that Θ|X is the disjunctive substitution
corresponding to ψ. Conversely, for every computed answer Θ of P ∪ Q, there
exists ψ as the last goal of a refutation of P ∪Q with answer literals for X such
that Θ|X is the disjunctive substitution corresponding to ψ.

Proof. Given a refutation of P ∪Q with answer literals for X, simulate it by a
refutation restricted to X of P ∪Q. For the converse direction, do it analogously.
Let ζi ← ψi and ← ψi : Θi be the goals number i in the two corresponding refu-
tations. By induction on i, it is easy to see that Θi is the disjunctive substitution
corresponding to ζi. This together with Theorem 4 proves this theorem.

Keeping information for computed answers by using answer literals is
just one of possible techniques, which is not always optimal. For example,
ans(“x”/a, “y”/y)∨ ans(“x”/a, “y”/b)∨ ans(“x”/a, “y”/c) can be better repre-
sented as the composition of {x/a} and {ε, {y/b}, {y/c}}.

We say that Θ = {θ1, . . . , θn} has a conflict w.r.t. x if there exist bindings
x/t1 ∈ θi and x/t2 ∈ θj for some i, j from 1..n such that t1 6= t2. Suppose that Θ
is a computed answer of P ∪Q and Θ has no conflicts w.r.t. any variable. Then
the normal substitution θ =

⋃
Θ is also a correct answer of P ∪Q. Despite that

θ is “tighter” than Θ, from the point of view of users, θ is more intuitive and
sufficient enough.

Consider a more general case. Suppose that Θ = {θ1, . . . , θn} is a computed
answer of P ∪ Q, x ∈ Dom(Θ), and Θ has no conflicts w.r.t. x. Let x/t be



the binding of x that belongs to some θi, 1 ≤ i ≤ n. Let θ′j = θj − {x/t} for
1 ≤ j ≤ n. Then {x/t}{θ′1, . . . , θ′n} is also a correct answer of P ∪Q. This kind
of extraction can be applied further for {θ′1, . . . , θ′n}, and so on. The resulting
composition is a correct answer “tighter” than Θ but it is more compact and
still acceptable from the point of view of users.

8 Conclusions

We have proved that negative hyper-resolution is a sound and complete proce-
dure for answering queries in disjunctive logic programs. This is a fundamental
theoretical result for the intersection of theorem proving, disjunctive logic pro-
gramming and AI. Our completeness proof is short and based on our reverse
fixpoint semantics of disjunctive logic programs.

We have also introduced disjunctive substitutions to represent answers of
queries. Our definition can be looked at as a formulation on the semantic level,
while answer literals used in theorem proving systems are defined on the syntac-
tical level. Our formulation extracts the meaning of answers from representation
and in some situations allows a better encoding.

As a future work, we will study answer completeness of negative hyper-
resolution under ordering refinements.

Acknowledgements: The author would like to thank Dr. Rajeev Goré and the
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