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1 Introduction and overview

Regular expressions have been studied for almost fifty years, yet many interesting and
challenging problems about them remain unsolved. By a regular expression, we mean a
string over the alphabetΣ ∪ {+, ∗, ( , ) , ε, ∅ } that represents a regular language. For
example,(0+ 10) ∗ (1 + ε) represents the language of all strings over{0,1} that do not
contain two consecutive1’s.

We would like to enumerate both (i) valid regular expressions and (ii) the distinct
languages they represent. Observe that these are two different enumeration tasks: on the
one hand, every regular expression represents exactly one regular language. On the other
hand, simple examples, such as the expressions(a+ b)∗ and(b ∗ a∗)∗, show that there is
no one-to-one correspondence between regular languages and regular expressions.

We are in a similar situation if we use descriptors other thanregular expressions, such
as deterministic or nondeterministic finite automata. Although enumeration of automata
has a long history, until recently little attention was paidto enumerating the distinct lan-
guages accepted. Instead authors concentrated on enumerating the automata themselves
according to various criteria (e.g., acyclic, nonisomorphic, strongly connected, initially
connected, ...).

Here is a brief survey of known results on automata. Vyssotsky [50] raised the ques-
tion of enumerating strongly connected finite automata in anobscure technical report
(but we have not been able to obtain a copy). Harary [16] enumerated the number of
“functional digraphs” (which are essentially unary deterministic automata with no distin-
guished initial or final states) according to their cycle structure; also see Read [45] and
[37]. Harary also mentioned the problem of enumerating deterministic finite automata
over a binary alphabet as an open problem in a 1960 survey of open problems in enumer-
ation [17, pp. 75,87], and later in a similar 1964 survey [18]. Ginsburg [13, p. 18] asked
for the number of nonisomorphic automata with output onn states with given input and
output alphabet size.

Harrison [20, 21] developed exact formulas for the number ofautomata with specified
size of the input alphabet, output alphabet, and number of states. Similar results were
found by Korshunov [27]. However, in their model, the automata do not have a distin-
guished initial state or set of final states. Using the same model, Radke [43] enumerated
the number of strongly connected automata, but his solutionwas very complicated and
not particularly useful. Harary and Palmer [19] found very complicated formulas in the
same model, but including an initial state and any number of final states.

Harrison [20, 21] gave asymptotic estimates for the number of automata in his model,
but his formulas contained some errors that were later corrected by Korshunov [28].
For example, the number of nonisomorphic unary automata with n states (and no dis-
tinguished initial or final states) is asymptoticallyc(πn)−

1

2 τ−n wherec
.
= 0.80 and

τ
.
= 0.34.

Much work on enumeration of automata was done in the former Soviet Union. For
example, Liskovets [35] studied the number of initially connected automata and gave
both a recurrence formula and an asymptotic formula for them; also see Robinson [46].
Korshunov [29] counted the number of minimal automata, and [30] gave asymptotic esti-
mates for the number of initially connected automata. The 78-page survey by Korshunov
[31], which unfortunately seems to never have been translated into English, gives these
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and many other results. More recently, Bassino and Nicaud [2] found that the number of
nonisomorphic initially connected deterministic automata withn states is closely related
to the Stirling numbers of the second kind.

Shallit and Breitbart observed that the number of finite automata can be applied to
give bounds on the “automaticity” of languages and functions [48]. Pomerance, Robson,
and Shallit [42] gave an upper bound on the number of distinctunary languages accepted
by unary NFA’s withn states. Domaratzki, Kisman, and Shallit considered the number of
distinct languages accepted by finite automata withn states [9]. They showed, for exam-
ple, that the number of distinct languages accepted by unaryfinite automata withn states
is 2n(n−α+O(n2−n/2)), whereα

.
= 1.3827. (A weaker result was previously obtained

by Nicaud [40].) Domaratzki [6, 7] gave bounds on the number of minimal DFA’s ac-
cepting finite languages, which were improved by Liskovets [36]. Also see [3]. For more
details about enumeration of automata and languages, see the survey of Domaratzki [8].

2 On measuring the size of a regular expression

Although, as we have seen, there has been much work for over 50years on enumerating
automata and the languages they represent, the analogous problem for regular expressions
does not seem to have been studied before 2004 [33]. We defineRk(n) to be the number
of distinct languages specified by regular expressions of sizen over ak-letter alphabet.
The “size” of a regular expression can be defined in several different ways [11]:

• Ordinary length: total number of symbols, including parentheses,∅, ε, etc., counted
with multiplicity.

– (0 + 10) ∗ (1 + ε) has ordinary length 12
– Mentioned, for example, in [1, p. 396], [25].

• Reverse polish length: number of symbols in a reverse polish equivalent, including
a symbol• for concatenation. Equivalently, number of nodes in a syntax tree for
the expression.

– (0 + 10) ∗ (1 + ε) in reverse polish would be010 •+ ∗ ε+ •
– This has reverse polish length10
– Mentioned in [52]

• Alphabetic width: number of symbols fromΣ, counted with multiplicity, not in-
cludingε, ∅, parentheses, operators

– (0 + 10) ∗ (1 + ε) has alphabetic width4
– Mentioned in [39, 10, 34]

Each size measure seems to have its own advantages and disadvantages. The ordi-
nary length appears to be the most direct way to measure the size of a regular expression.
Here we can employ the usual priority rules, borrowed from arithmetic, for saving paren-
theses and omitting the• operator. This favors the catenation operator• over the union
operator+. For instance, the expression(a • b) + (c • d) can be written more briefly as
ab+ cd, which has ordinary length5, whereas there is no corresponding way to simplify
the expression(a+ b)(c+ d), which is twice as long. The other two measures are more
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robust in this respect. In particular, reverse polish length is a faithful measure for the
amount of memory required to store the parse tree of a regularexpression, and alphabetic
width is often used in proofs of upper and lower bounds, compare [23]. A drawback of
alphabetic width is that it may be far from the “real” size of agiven regular expression.
As an example, the expression((ε+ ∅) ∗ ∅+ ε)∗ has alphabetic width0.

However, these three measures are all essentially identical, up to a constant multiplica-
tive factor. We say “essentially” because one can always artificially inflate the ordinary
length of a regular expression by adding arbitrarily many multiplicative factors ofε, ad-
ditive factors of∅, etc. In order to avoid such trivialities, we define what it means for a
regular expression to be collapsible, as follows:

Definition 2.1. Let E be a regular expression over the alphabetΣ, and letL(E) be the
language specified byE. We sayE is collapsibleif any of the following conditions hold:

(1) E contains the symbol∅ and|E| > 1;
(2) E contains a subexpression of the formFG orGF whereL(F ) = {ε};
(3) E contains a subexpression of the formF + G or G + F whereL(F ) = {ε} and

ε ∈ L(G).

Otherwise, if none of the conditions hold,E is said to beuncollapsible.

Definition 2.2. If E is an uncollapsible regular expression such that
(1) E contains no superfluous parentheses; and
(2) E contains no subexpression of the formF ∗∗.

then we sayE is irreducible.

Note that a minimal regular expression forE is uncollapsible and irreducible, but the
converse does not necessarily hold. In [11] the following theorem is proved (cf. [25]).

Theorem 2.1. LetE be a regular expression overΣ. Let |E| denote its ordinary length,
let |rpn(E)| denote its reverse polish length, and let|alph(E)| denote the number of
alphabetic symbols contained inE. Then we have

(a) |alph(E)| 6 |E|;
(b) If E is irreducible and|alph(E)| > 1, then|E| 6 11 · |alph(E)| − 4;
(c) |rpn(E)| 6 2 · |E| − 1;
(d) |E| 6 2 · |rpn(E)| − 1;
(e) |alph(E)| 6 1

2 (|rpn(E)|+ 1);
(f) If E is irreducible and|alph(E)| > 1, then|rpn(E)| 6 7 · |alph(E)| − 2.

3 A simple grammar for valid regular expressions

As we have seen, if we want to enumerate regular expressions by size, we first have to
agree upon a notion of expression size. But even then there still remains some ambiguity
about the definition of a valid regular expression. For example, does the empty expression,
that is, a string of length zero, constitute a valid regular expression? How about() or
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a**? The first two, for example, generate errors in the software package Grail version 2.5
[44]. Surprisingly, very few textbooks, if any, define validregular expressions properly or
formally. For example, using the definition given in Martin [38, p. 86], the expression00
is not valid, since it is not fully parenthesized. (To be fair, after the definition it is implied
that parentheses can be omitted in some cases, but no formal definition of when this can
be done is given.) Probably the best way to define valid regular expressions is with a
grammar. We now present an unambiguous grammar for all validregular expressions:

S → E+ | E• | G
E+ → E+ + F | F + F

F → E• | G
E• → E• G | GG

G → E∗ | C | P
C → ∅ | ε | a (a ∈ Σ)

E∗ → G ∗
P → (S)

This grammar can be proved unambiguous by induction on the size of the regular
expression generated. The meaning of the variables is as follows:

S generates all regular expressions
E+ generates all unparenthesized expressions where the last operator was+
E• generates all unparenthesized expressions where the last operator was· (implicit

concatenation)
E∗ generates all unparenthesized expressions where the last operator was∗ (Kleene

closure)
C generates all unparenthesized expressions where there wasno last operator (i.e., the

constants)
P generates all parenthesized expressions

Here by “parenthesized" we mean there is at least one pair of enclosing parentheses.
Note this grammar allowsa ∗ ∗, but disallows(). Once we have an unambiguous gram-
mar, we can use a powerful tool — the Chomsky-Schützenbergertheorem — to enumerate
the number of expressions of sizen.

4 Unambiguous context-free grammars and the
Chomsky-Schützenberger theorem

Our principal tool for enumerating the number of strings of lengthn generated by an
unambiguous context-free grammar is the Chomsky-Schützenberger theorem [4]. To state
the theorem, we first recall some basic notions about grammars; these can be found in any
introductory textbook on formal language theory, such as [24].



6 H. Gruber, J. Lee, J. Shallit

A context-free grammaris a quadruple of the formG = (V,Σ, P, S), whereV is a
nonempty finite set of variables,Σ is a nonempty finite set called thealphabet,P is a finite
subset ofV × (V ∪ Σ)∗ called theproductions, andS ∈ V is a distinguished variable
called thestart variable. The elements ofΣ are often called terminals. A production
(A, γ) is typically writtenA → γ. A sentential formis an element of(V ∪ Σ)∗. Given a
sentential formαAβ, whereA ∈ V andα, β ∈ (V ∪ Σ)∗, we can apply the production
A → γ to get a new sentential formαγβ. In this case we writeαAβ =⇒ αγβ. We write
=⇒∗ for the reflexive, transitive closure of=⇒; that is, we writeα =⇒∗ β if we can
get fromα to β by 0 or more applications of=⇒. The language generated by a context-
free grammar is the set of all strings of terminals obtained in 0 or more derivation steps
from S, the start variable. Formally,L(G) = {x ∈ Σ∗ : S =⇒∗ x}. A language is
said to becontext-freeif it is generated by some context-free grammar. Given a sentential
formα derivable from a variableA, we can form aparse treefor α as follows: the root is
labeledA. Every node labeled with a variableB has subtrees with roots labeled, from left
to right, with the elements ofγ, whereB → γ is a production. A grammar is said to be
unambiguousif for eachx ∈ L(G) there is exactly one parse tree forx; otherwise it is said
to beambiguous. It is known that not every context-free language has an unambiguous
grammar.

Now we turn to formal power series; for more information, see, for example [51].
A formal power series over a commutative ringR in an indeterminatex is an infinite
sequence of coefficients(a0, a1, a2, . . .) chosen fromR, and usually writtena0 + a1x+
a2x

2 + · · · . The set of all such formal power series is denotedR[[x]]. The set of all
formal power series is itself a commutative ring, with addition defined term-by-term,
and multiplication defined by the usual Cauchy product as follows: if f = a0 + a1x +
a2x

2 + · · · andg = b0 + b1x + b2x
2 + · · · , thenfg = c0 + c1x + c2x

2 + · · · , where
cn =

∑

i+j=n aibj . Exponentiation of formal series is defined, as usual, by iterated
multiplication, so thatf2 = ff , for example. A formal power seriesf is said to be
algebraic(overR(x)) if there exist a finite number of polynomials with coefficients inR,
r0(x), r1(x), . . . , rn(x) such that

r0(x) + r1(x)f + · · ·+ rn(x)f
n = 0.

The simplest nontrivial examples of algebraic formal series are therational functions,
which are quotients of polynomialsp(x)/q(x). Here is a less trivial example. The gener-
ating function of the Catalan numbers

f(x) =
∑

n>0

(

2n
n

)

n+ 1
xn+1 = x+ x2 + 2x3 + 5x4 + 14x5 + 42x6 + 132x7 + · · · ,

is well known [49] to satisfyf(x) = 1
2 (1−

√
1− 4x), and hence we havef2−f+x = 0.

Thusf(x) is an algebraic (even quadratic!) formal series.
Now that we have the preliminaries, we can state the Chomsky-Schützenberger theo-

rem:

Theorem 4.1. If L is a context-free language having an unambiguous grammar, and
an := |L ∩ Σn|, then

∑

n>0 anx
n is a formal power series inZ[[x]] that is algebraic

overQ(x).
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Furthermore, the equation of which the formal power series is a root can be deduced
as follows: first, we carry out the following replacements:

• Every terminal is replaced by a variablex

• Every occurrence ofε is replaced by the integer1

• Every occurrence of→ is replaced by=

• Every occurrence of| is replaced by+

By doing so, we get a system of algebraic equations, called the “commutative image” of
the grammar, which can then be solved to find a defining equation for the power series.
Oddly enough, Chomsky and Schützenberger did not actually provide a proof of their the-
orem. A proof is given by Kuich and Salomaa [32] and, more recently, by Panholzer [41].

Let’s look at a simple example. Consider the unambiguous grammar

S → M | U
M → 0M1M | ε
U → 0S | 0M1U

which represents strings of “if-then-else” clauses. Then this grammar has the following
commutative image:

S = M + U (4.1)

M = x2M2 + 1 (4.2)

U = Sx+ x2MU (4.3)

This system of equations has the following power series solutions:

M = 1 + x2 + 2x4 + 5x6 + 14x8 + 42x10 + · · ·
U = x+ x2 + 3x3 + 4x4 + 10x5 + 15x6 + 35x7 + 56x8 + · · ·
S = 1 + x+ 2x2 + 3x3 + 6x4 + 10x5 + 20x6 + 35x7 + · · ·

By the Chomsky-Schützenberger theorem, each variable satisfies an algebraic equa-
tion overQ(x). We can solve the system above to find the equation forS, as follows: first,
we solve (4.3) to getU = Sx

1−x2M , and substitute back in (4.1) to getS = M + Sx
1−x2M .

Multiplying through by1−x2M givesS−x2MS = M −x2M2+Sx, which, by (4.2),
is equivalent toS − x2MS = 1 + Sx. Solving forS, we getS = 1

1−x2M−x . Now
(whateverM andx are) we have

(1− x2M − x)2 = x2(1 −M + x2M2)− x(2x− 1)− (2x− 1)(1− x2M − x),

so we getS−2 = −x(2x− 1)− (2x− 1)S−1 and hence

x(2x− 1)S2 + (2x− 1)S + 1 = 0.

This is an equation forS.
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5 Solving algebraic equations using Gröbner bases

Before introducing the notion of Gröbner bases, we describesome of the relevant math-
ematical notions from the field ofcommutative algebra. The exposition here is impres-
sionistic; readers familiar with algebraic geometry will have no difficulty reformulating
it in more formalized terms. For readers seeking for a more thorough introduction into
the topic, there are accessible textbooks at the undergraduate level, such as [5]; a standard
graduate level textbook is [22].

We recall that afield k is a commutative ring with the additional property that multi-
plicative inverses exist. That is, for any non-zeroa ∈ k, there exists an elementb such
thatab = ba = 1; more informally, one can “divide bya”. Familiar examples of fields are
the rational numbersQ, the real numbersR, and the complex numbersC. On the other
hand, the commutative ringZ of integers is not a field, and the smallest field containing it
isQ.

For our application to the asymptotic enumeration of regular languages, we are inter-
ested in the commutative ring of formal power seriesZ[[x]]. This is not a field, but rather
only a ring — note, for example, that the element2x does not have a multiplicative in-
verse. For the purposes of our algebraic framework it is convenient to work with the field
k = Q((x)) of formal Laurent series overQ. A formal Laurent series is defined similarly
to a formal power series, with the difference that finitely many negative exponents are
allowed; an example is

ex

x2
=

1

x2
+

1

x
+

1

2
+

x

6
+

x2

24
+ · · · .

The following discussion holds for any fieldk, but for intuition, the reader may prefer to
think of k = R.

Given any fieldk and indeterminatesX1, X2, . . . , Xn, there are two important ob-
jects:

• then-dimensional vector spaceW = kn overk, with coordinatesXi (1 6 i 6 n);
and

• the ringk[X1, X2, . . . , Xn] of (multivariate) polynomials overk in n indetermi-
nates.

For instance, takingk = Q((x)), the polynomialSx+x2MU −U , which we used in the
previous section in Equation (4.3), is member of the ringk[S,M,U ]. The corresponding
vector spaceW has coordinatesS, M , andU . Notice thatx is not a coordinate ofW , but
an artifact originating from the way the members ofk are defined.

Given any collection of polynomialsF in R, we can define theirvanishing setV (F)
to be the set of common solutions inW ; that is, all points(x1, x2, . . . , xn) ∈ W such that

f(x1, x2, . . . , xN ) = 0 for all f ∈ F .

As an example, letW = R3, with coordinatesX,Y, Z. Then, the vanishing set of the set
of polynomialsF = {X,Y + 3, Z + Y − 2} is the single point given by(X,Y, Z) =
(0,−3, 5); the vanishing set of the single polynomialZ−X2−Y 2 is an upward-opening
paraboloid.

The ideal 〈F〉 generated by a collectionF of polynomials is the set of allR-linear
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combinations ofF ; that is, all polynomials of the form

p1 · f1 + p2 · f2 + · · ·+ pℓ · fℓ wherepi ∈ R, fi ∈ F for all i .

Observe that the vanishing sets of a collection of polynomials and their generated ideal
are equal:V (F) = V (〈F〉).

A term orderingonR is a total order≺ on the set of monomials (disregarding coeffi-
cients) ofR satisfying

• multiplicativity— if u, v, w are any monomials inR, thenu ≺ v implieswu ≺ wv;
• well-ordering— if F is a collection of monomials, thenF has a smallest element

under≺.

Once a term ordering has been defined, one can then define the notion of the leading
term of a polynomial, similar to the univariate case. For example, one defines thepure
lexicographic orderon k[X,Y, Z] given byZ ≺ Y ≺ X to be the ordering where
XaY bZc ≺ XdY eZf if and only if (a, b, c) < (d, e, f) lexicographically. With this
ordering, an example of a polynomial with its monomials in decreasing order is

X3 +X2Y +X2Z7 + Y 9 + 1 ;

its leading termisX3 = X3Y 0Z0, and itstrailing termsareX2Y , X2Z7, Y 9 and1.
Given an idealI, aGröbner basisB for I is a set of polynomialsg1, g2, . . . , gk such

that the ideal generated by the leading terms of thegi is precisely the initial ideal ofI,
defined to be the set of leading terms of polynomials inI. It can be shown thatB generates
I. Furthermore, we say thatB is areduced Gröbner basisif

• the coefficient of each leading term inB is 1;
• the leading terms ofB are aminimalset of generators for the initial ideal ofB; and
• no trailing terms ofB appear in the initial ideal ofI.

Once a term order has been chosen, reduced Gröbner bases are unique. Note that in gen-
eral, there are many term orderings for a polynomial ringR; the computational difficulty
of a computation involving Gröbner bases is often highly sensitive to the choice of term
ordering used.

Having established these preliminaries, we turn our attention to solving a system
of equations given by the commutative image of a context freegrammar. Suppose we
have a context-free grammar in the non-terminalsS,N1, N2, . . . , Nn. For each non-
terminalN , let fN also denote the generating function enumerating the language gen-
erated byN . Takingk to be the field of formal Laurent seriesQ((x)), the Chomsky-
Schützenberger theorem impliesfN ∈ k for every non-terminalN . Furthermore, by
taking the commutative image of the context-free grammar, we obtain a sequence of poly-
nomialspS , pN1

, . . . , pNn
, where for every non-terminalN , the polynomial relationpN

is the commutative image of the derivation rule forN . Note that every such polynomial
is in the polynomial ring(Z[x]) [S,N1, N2, . . . , Nn].

It follows from the definitions that for every non-terminalN ,

pN (fS , fN1
, fN2

, . . . , fNn
) = 0 ;

that is, the(n + 1)-tuple(fS , fN1
, fN2

, . . . , fNn
) is a zero of the polynomialpN . Since

this holds for every non-terminalN , we can equivalently say that(fS , fN1
, fN2

, . . . , fNn
)

is in the vanishing setV (I), whereI is generated by the polynomialspS , pN1
, pN2

, . . . , pNn
.
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Our aim is to determine an algebraic equation satisfied by thepower seriesfS. To do
this, we find a Gröbner basisB for I, using anelimination orderingon the indeterminate
S. The defining property of any such term ordering is that the monomials involving only
the indeterminateS are strictly smaller than the other monomials; namely, those involving
at least one ofN1, N2, . . . , Nn. By the Chomsky-Schützenberger theorem and the prop-
erties of Gröbner bases, the smallest polynomialp in B will be a univariate polynomial
in the indeterminateS. Sincep ∈ I, and(fS , fN1

, fN2
, . . . , fNn

) is in the vanishing set
V (I), we see thatp(fS) = 0; that is,p = 0 is an algebraic equation satisfied byfS . (Note
that in previous sections, we simply useS to denotefS .)

As an example, we use Maple 13 to compute such an algebraic equation for the exam-
ple grammar in the previous section. We give the commands, followed by the produced
output. The commutative image of the grammar is entered as a list of polynomials, given
by
> eqs := [ -S + M + U, -M + x^2*M^2 + 1, -U + S*x + x^2*M*U ];

eqs := [−S +M + U,−M + x2M2 + 1,−U + Sx+ x2MU ] .

Maple provides an elimination ordering calledlexdeg; to compute a reduced Gröbner
basis using this ordering, we enter the command
> Groebner[Basis](eqs, lexdeg([M, U], [S]));

[1 + (−1 + 2 x)S +
(

−x+ 2 x2
)

S2, 1 + (−1 + x)S + Ux,−1 + (1− 2 x)S +Mx] .

The algebraic equation satisfied byS is the first polynomial in this set:
> algeq := %[1];

algeq := 1 + (−1 + 2 x)S +
(

−x+ 2 x2
)

S2 .

To compute the Laurent series zeros ofS using this polynomial, we solve forS and
expand the solutions as Laurent series in the indeterminatex:
> map(series, [solve(algeq, S)], x);

[(−x−1−1−x−2 x2−3 x3−6 x4−10 x5+O
(

x6
)

), (1+x+2 x2+3 x3+6 x4+10 x5+O
(

x6
)

)] .

Our desired power series solution is the second entry in the above returned list.

6 Asymptotic bounds via singularity analysis

If L is a context-free language having an unambiguous grammar and f(x) =
∑

anx
n is

the formal power series enumerating it, thenf(x) is algebraic overQ(x) by Theorem 4.1.
The previous section gave a procedure for computing an algebraic equation satisfied by
f ; that is, we are able to determine a non-trivial polynomialP (x, S) ∈ Z[x, S] such that
P (x, f(x)) = 0. This section describes howsingularity analysiscan be used to determine
the asymptotic growth rate of the coefficientsan. We sketch some of the requisite notions
from complex analysis and provide a glimpse of the underlying theory; more details can
be found in Flajolet and Sedgewick [12].
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The usefulness in considering complex analysis is that the formal power seriesf(x),
defined purely combinatorially, can be viewed as a function defined on an appropriate
open subset of the complex planeC. Such a function is calledholomorphicor (complex)
analytic; this reinterpretation off(x) allows us to apply theorems from complex analysis
in order to derive bounds on the asymptotic growth rate of thean far tighter than what we
could do with purely combinatorial reasoning.

Indeed, assume thatL is an infinite context-free language — then there exists a real
number0 < R 6 1 called theradius of convergencefor f(x). The defining properties of
R are that:

• if z is a complex number with|z| < R, then the infinite suma0 + a1z + a2z
2 +

a3z
3 + · · · converges; and

• if z is a complex number with|z| > R, then the infinite suma0 + a1z + a2z
2 +

a3z
3 + · · · diverges.

We note that the definition says nothing about the convergence of
∑

aiz
i when|z| = R.

Thus, definingU to be the open ball of complex numbersz satisfying|z| < R, we can
reinterpretf as ananalytic function onU . The connection between the asymptotic growth
of the coefficientsan and the numberR is given by two theorems.

Theorem 6.1(Hadamard).Given any power series,R is given by the explicit formula:

R =
1

lim supn→∞ |an|1/n
.

The defining properties oflim sup state that
• for anyε > 0, the relation|an|1/n < 1

R + ε holds for sufficiently largen; and
• for anyε > 0, the relation|an|1/n > 1

R − ε holds for infinitely manyn.
For our situation in particular, this implies that up to a sub-exponential factor,an grows
asymptotically like1/Rn. (This implies that for anyε > 0, we havean ∈ O(( 1

R + ε)n)
andan /∈ O(( 1

R − ε)n).
We note that Hadamard’s formula applies toanypower series, not just to generating

functions of context-free languages.
An elementary argument shows that our assumption thatL is infinite impliesR 6 1;

similarly, our assumption thatL is context-free (and thus algebraic) impliesR > 0. (The
argument for showingR > 0 is harder, and is sketched here for those familiar with
complex analysis. The algebraic curve given byP (z, y) = 0 determinesd branches
aroundz = 0 and the power seriesf(x) =

∑

n anx
n must be associated with one such

branch. Since the exponents off(x) are non-negative integers, this must be an analytic
branch at0; hence,f(x) determines an analytic function at0 and must have positive
radius of convergence.)

The second theorem describes the convergence of the power seriesf(x) on the circle
given by|z| = R. A dominant singularityfor f(x) is a pointz0 on this circle such that
the sum

∑

anz
n
0 diverges; the following result says that a positive (real-valued) dominant

singularity always exists.

Theorem 6.2 (Pringsheim).Let f(x) =
∑

n anx
n be a power series with radius of

convergenceR > 0. If the coefficientsan are all non-negative, thenR is a dominant
singularity forf(x).
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The benefit of Pringsheim’s theorem is that, for the sake of determiningR, it suffices
to examine the positive real line for the singularities off(x) considered as afunction, not
just as a power series. We make this more precise now, by introducing the concept of a
multi-valued function.

Suppose that the power seriesf(x) is algebraic of degreed overQ(x) — under the
assumption thatP is irreducible, this means that the degree of the polynomialP (x, S) ∈
Z[x, S] in the variableS is d, and we may write

P = qnS
n + qn−1S

n−1 + qn−2S
n−2 + · · ·+ q0 ,

where eachqi is a polynomial inZ[x] andqn is non-zero. (IfP is reducible, factor it and
replace it by an appropriate irreducible factor.)

If we work in the algebraically closedPuiseux series field
⋃

n>1 C((x
1/n)), we obtain

d roots ofP (x, S) = 0, say,g1(x), g2(x), . . . , gd(x), one of which coincides withf(x).
In general, these roots will not be power series with non-negative integer coefficients, but
instead will be more generalized power series with complex coefficients and (possibly
negative) fractional exponents.

LetD(x) ∈ Z[x] be thediscriminantof P with respect to the variableS; this is readily
computed via the formula

D =
(−1)

n(n−1)/2

qn
· Res(P, ∂

∂S
P, S) .

Here,Res denotes theresultantof two polynomials, defined to be the determinant of a
matrix whose entries are given by the coefficients of the polynomials. The theoretical
importance ofD is that it satisfies the identity

D(x) = q2(n−1)
n

∏

i6=j

(gi(x)− gj(x)) .

Define theexceptional setΞ of P to be the complex zeros ofD; note that this is a finite
set. For every pointz in the complementC \ Ξ, whereD does not vanish, there exist
d distinct solutionsy to the equationP (z, y) = 0. Furthermore, thed distinct solutions
vary continuously withz, and a locally continuous choice of solutions locally determines a
branch(which is locally an analytic function) of the algebraic curve cut out byP (z, y) =
0; this is how amulti-valued functionarises.

On the open setU , which we have defined to be the set of pointsz satisfying|z| < R,
one such branch is given by our initial power seriesf(x). By Pringsheim’s theorem,
f(x) diverges atR; this shows thatf(x), considered as a analytic function onU , has no
analytic continuation to a function on an open set containingU ∪ {R}. According to the
discussion above, this shows thatR must be in the exceptional setΞ.

We have given a method to calculate an upper bound for the growth rate of thean; in
particular, we have shown parts(1) and(2) of:

Theorem 6.3. Letf(x) =
∑

n anx
n be a formal power series wherean > 0 for eachn.

SupposeP (x, S) = 0 is a non-trivial algebraic equation satisfied byf(x), and letD be
the discriminant ofP with respect toS. Then, exactly one of the positive real rootsR of
D satisfies the following properties:

(1) for anyε > 0, an ∈ O(( 1
R + ε)n);
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(2) for anyε > 0, an /∈ O(( 1
R − ε)n); and

(3) if D has no zeroz0 6= R such that|z0| = R, then for anyε > 0, an ∈ Ω(( 1
R −ε)n).

We remark that part(3) is much more difficult to show; it is implied by the stronger
result that ifD has no zeroz0 6= R such that|z0| = R, then there exists a polynomialp
such thatan ∼ p(n) ·

(

1
R

)n
.

Given the listρ1 < ρ2 < · · · < ρk of positive real-valued elements ofΞ, there remains
the task of selecting whichρj to use to provide an upper or lower bound. The biggerj
is, the better our upper bound will be; however, for this bound to be valid, we must
ensure thatρj 6 R. For our purposes, we simply employ a boot-strapping method— if
is known beforehand thatan ∈ O(ns) for somes, then we simply choose the minimal
j such that1/ρj 6 s; equivalently,ρj > 1/s. If this is not possible, we simply pick
j = 1. Similarly, for a lower bound, we choose the maximalj such thatρj 6 1/t if it is
known thatan ∈ Ω(nt). (With much more work, one can precisely identifyR — Flajolet
and Sedgewick [12] describe an algorithm “Algebraic Coefficient Asymptotics” that does
this.)

As an illustration, we continue the Maple example in the previous section to derive an
asymptotic upper bound for the example grammar. We first recall the algebraic equation
satisfied byS:
> algeq;

1 + (−1 + 2 x)S +
(

−x+ 2 x2
)

S2 .

We compute the discriminantD:
> d := discrim(algeq,S);

d := − (2 x+ 1) (−1 + 2 x) .

The real roots ofD are given by:
> realroots := [fsolve(%)];

realroots := [−0.5000000000, 0.5000000000] .

Finally, an upper bound is given by taking the inverse of the smallest positive real root:
> 1/min(op(select(type, realroots, positive)));

2.000000000 .

Hence,an ∈ O((2 + ε)n) for anyε > 0.

7 Lower bounds on enumeration of regular languages by
regular expressions

We now turn to lower bounds onRk(n). In the unary case (k = 1), we can argue as
follows: consider any subset of{ε, a, a2, . . . , at−1}. Such a subset can be denoted by
a regular expression of (ordinary) length at mostt(t + 1)/2. Since there are2t distinct
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subsets, this gives a lower bound ofR1(n) > 2
√
2n−1. Similarly, whenk > 2, there are

kn distinct strings of lengthn, soRk(n) > kn. These naive bounds can be improved
somewhat using a grammar-based approach.

Consider a regular expression of the form

w1(ε+ w2(ε+ w3(ε+ ...)))

where thewi denote nonempty words. Every distinct choice of thewi specifies a distinct
language. Such expressions can be generated by the grammar

S → Y | Y (ε+ S)

Y → aY | a , a ∈ Σ

which has the commutative image

S = Y + Y Sx4

Y = kxY + kx .

The solution to this system is

S =
kx

1− kx− kx5
.

Once again, the asymptotic behavior of the coefficients of the power series forS depend
on the zeros of1− kx− kx5. The smallest (indeed, the only) real root is, asymptotically
ask → ∞, given by

∑

i>0

(−1)i
(

5i
i

)

4i+ 1
k−(4i+1) =

1

k
− 1

k5
+

5

k9
− 35

k13
+ · · · .

The reciprocal of this series is

∑

i>0

4
(

5i+5
i+1

)

5(5i+ 4)
k1−4i = k +

1

k3
− 4

k7
+

26

k11
− 204

k15
+

1771

k19
− · · · .

Fork = 1 the only real root of1− kx− kx5 is approximately.754877666 and fork = 2
it is about.4756527435. Thus we have

Theorem 7.1. R1(n) = Ω(1.3247n) andR2(n) = Ω(2.102374n).

7.1 Trie representations for finite languages

We will now improve these lower bounds. To this end, we begin with the simpler problem
of counting the number of finite languages that may be specified by regular expressions
without Kleene star of sizen. Non-empty finite languages not containingε admit a stan-
dard representation via a trie structure; an example is given Fig. 1(a).

The words in such a languageL correspond to the leaf nodes of the trie forL; more-
over, the concatenation of labels from the root to a leaf nodegives an expression for the
word associated with that leaf node. For regular languagesL andM , we writeM−1L to
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0

1

2

4

6

7

83 5 ε

(a) Representing the finite language
01(2+34+5)+67(ε+8) as a trie.

1*

4*

0

2 3 5

7*

6

8ε

(b) Representing the infinite language
01*(2+34*+5)+67*(ε+8) as a starred
trie.

Figure 1. Example of a trie representation for a finite language (see Section 7.1) and
of a starred trie representation for an infinite language (see Section 7.2).

denote the left quotient ofL byM ; formally

M−1L = {v : there exists u ∈ M such that uv ∈ L}.
If M consists of a single wordw, we also writew−1L instead of{w}−1L, andw−nL
instead of(wn)−1L.

For notational convenience, we take our alphabet to beΣ = {a0, a1, . . . , ak−1},
wherek > 1 denotes our alphabet size. A trie encodes the simple fact that each nonempty
finite languageL not containingε can be uniquely decomposed asL =

⋃

i aiLi, where
Li = a−1

i L, and the indexi runs over all symbolsai ∈ Σ such thatLi is nonempty.
This factoring out of common prefixes resembles Horner’s rule (see e.g. [26, p. 486]) for
evaluating polynomials. We develop lower bounds by specifying a context-free grammar
that generates regular expressions with common prefixes factored out. In fact, the gram-
mar is designed so that ifr is a regular expression generated by the grammar, then the
structure ofr mimics that of the trie forL(r) — nodes with a single child correspond to
concatenations, while nodes with multiple children correspond to concatenations with a
union, see Table 1.

S → Y | Z
E → Y | (Z) | (ε+ S)

Y → Pi for 0 6 i < k

Z → Pn0
+ Pn1

+ · · ·+ Pnt

where0 6 n0 < n1 < · · · < nt < k for t > 0

Pi → ai | aiE for 0 6 i < k

Table 1. A grammar for mimicking tries with regular expressions.

The set of regular languages represented corresponds to allnon-empty finite languages
overΣ not containing the empty stringε. We briefly describe the non-terminals:
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ordinary reverse polish alphabetic
1 Ω(1.3247n) Ω(1.2720n) Ω(2n)
2 Ω(2.5676n) Ω(2.1532n) Ω(6.8284n)
3 Ω(3.6130n) Ω(2.7176n) Ω(11.1961n)
4 Ω(4.6260n) Ω(3.1806n) Ω(15.5307n)
5 Ω(5.6264n) Ω(3.5834n) Ω(19.8548n)
6 Ω(6.6215n) Ω(3.9451n) Ω(24.1740n)

Table 2. Lower bounds forRk(n) with respect to size measure and alphabet size.

S generates all non-empty finite languages not containingε.
E generates all non-empty finite languages containing at least one word other thanε.
Y generates all non-empty finite languages (not containingε) whose words all begin with

the same letter. Thefor loop is executed only once.
Z generates all non-empty finite languages (not containingε) whose words do not all

begin with the same letter.
Pi generates all non-empty finite languages (not containingε) whose words all begin

with ai.

We remark that this grammar is unambiguous and that no regular language is repre-
sented more than once; this should be clear from the relationship between regular expres-
sions generated by the grammar and their respective tries.

(Note that it is possible to slightly optimize this grammar in the case of ordinary length
to generate expressions such as0+ 00 in lieu of 0(ε+ 0), but as it results in marginal
improvements to the lower bound at the cost of greatly complicating the grammar, we do
not do so here.)

Table 2 lists the lower bounds obtained through this grammar. In this table (and only
this table), eachΩ(kn) in the column corresponding to reverse polish notation should
be interpreted as “notO(kn)” — observe, for instance, that all strings produced by our
grammar for a unary alphabet have odd reverse polish length.

Remark 7.2. Using the singularity analysis method explained in Section6, these lower
bounds were obtained by boot-strapping off the trivial bounds ofΩ(kn), Ω(kn/2) and
Ω(kn) for the ordinary, reverse polish length and alphabetic width cases, respectively.

Before we generalize our approach to cover also infinite languages, we derive a for-
mula showing how our lower bound on alphabetic width will increase along with the
alphabet sizek.

To this end, we first state a version of the Lagrange implicit function theorem as a
simplification of [14, Theorem 1.2.4]. Iff(x) is a power series inx, we write[xn]f(x)
to denote the coefficient ofxn in f(x); recall that thecharacteristicof a ringR with
additive identity0 and multiplicative identity1 is defined to be the smallest integerk such
that

∑k
i=1 1 = 0, or zero if there is no suchk.

Lemma 7.3. LetR be a commutative ring of characteristic zero and takeφ(λ) ∈ R[[λ]]
such that[λ0]φ is invertible. Then there exists a unique formal power seriesw(x) ∈ R[[x]]
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such that[x0]w = 0 andw = xφ(w). For n > 1,

[xn]w(x) =
1

n
[λn−1]φn(λ) .

Due to the simplicity of alphabetic width, the problem of enumerating regular lan-
guages in this case may be interpreted as doing so for rootedk-ary trees, where each
internal node is marked with one of two possible colours. We thus investigate how our
lower bound varies withk.

More specifically, consider a regular expressionr generated by the grammar from the
previous section and its associated trie. Colour each node with a child labelledε black and
all other nodes white. After deleting all nodes markedε, call the resultant treeT (r). This
operation is reversible, and shows that we may put the expressions of alphabetic widthn
in correspondence with thek-ary rooted trees withn + 1 vertices where every non-root
internal node may assume one of two colours. In order to estimate the latter, we first prove
a basic result. The first half of the following lemma is also found in [12, p. 68].

Lemma 7.4. There are1
n

(

kn
n−1

)

k-ary trees ofn nodes. Moreover, the expected number
of leaf nodes amongk-ary trees ofn nodes is asymptotic to(1− 1/k)kn asn → ∞.

Proof. Fix k > 1. For n > 1, let an denote the number ofk-ary rooted trees withn
vertices and consider the generating series:

f(x) =
∑

n>1

anx
n .

By the recursive structure ofk-ary trees, we have the recurrence:

f(x) = t(1 + f(x))k .

Thus, by the Lagrange implicit function theorem, we have

an = [xn]f(x) =
1

n
[λn−1](1 + λ)kn =

1

n

(

kn

n− 1

)

.

We now calculate the number of leaf nodes among allk-ary rooted trees withn vertices.
Let bn,m denote the number ofk-ary rooted trees withn vertices andm leaf nodes and
cn the number of leaf nodes among allk-ary rooted trees withn vertices. Consider the
bivariate generating series:

g(x, y) =
∑

n,m>1

bn,mxmyn .

By the recursive structure ofk-ary trees, we have the recurrence:

g(x, y) = y(x− 1 + (1 + g(x, y))k) .
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The Lagrange implicit function theorem once again yields

cn =
∂

∂x
[yn]g(x, y)

∣

∣

∣

∣

x=1

=
∂

∂x

1

n
[λn−1](x− 1 + (1 + g(x, y))k)n

∣

∣

∣

∣

x=1

=
1

n
[λn−1]

∂

∂x
(x− 1 + (1 + λ)k)n

∣

∣

∣

∣

x=1

= [λn−1](1 + λ)k(n−1)

=

(

k(n− 1)

n− 1

)

.

Thus, the expected number of leaf nodes amongn-node trees is, asn → ∞ while having
k fixed,

cn
an

=
n
(

k(n−1)
n−1

)

(

kn
n−1

) ∼ n

(

k − 1

k

)k

.

We wish to find a bound on the expected number of subsets of non-root internal nodes
among allk-ary rooted trees withn nodes, where a subset corresponds to those nodes
marked black. Fixk > 2. Since the mapx 7→ 2x is convex, for everyε > 0 and
sufficiently largen, Jensen’s inequality (e.g., [47, Thm. 3.3]) applied to the lemma above
implies the following lower bound on the number of subsets:

2(1−(1−1/k)k−ε)n .

Since−(1− 1/k)k > −1/e for k > 1, we may chooseε > 0 such that

−(1− 1/k)k − ε > −1/e .

This yields a lower bound of2(1−1/e)n.
Assumingk > 2 fixed, we now estimate

(

kn
n−1

)

. By Stirling’s formula, we have, as
n → ∞,

(

kn

n− 1

)

= Θ

((

kk

(k − 1)k−1

)n)

.

Putting our two bounds together, we have the following lowerbound on the number of
star-free regular expressions of alphabetic widthn, whenn → ∞ while keepingk fixed:

Ω

(

(

2(1−1/e)kk

(k − 1)k−1

)n
)

.
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7.2 Trie representations for some infinite regular languages

We now turn our attention to enumerating regular languages in general; that is, we allow
for regular expressions with Kleene stars.

Our grammars for this section are based on the those for the star-free cases. Due to the
difficulty of avoiding specifying duplicate regular languages, we settle for a “small” sub-
set of regular languages. For simplicity, we only consider taking the Kleene star closure
of singleton alphabet symbols, and we impose some further restrictions.

Recall the trie representation of a star-free regular expression written in our common
prefix notation. With this representation, we may mark nodeswith stars while satisfying
the following conditions:

• each starred symbol must have a non-starred parent other than the root;
• a starred symbol may not have a sibling or an identically-labelled parent (disregard-

ing the lack of star) with its own sibling; and
• a starred symbol may not have an identically-labelled child(disregarding the lack

of star).

The first condition eliminates duplicates such as

0*11*0*1*0*↔ 0*1*0*11*0* ;

the second eliminates those such as

01* ↔ 0(ε+11*) and0(1+2*1)↔ 02*1

and the third eliminates those such as

0*0↔ 00* .

In this manner, we end up with starred tries such as in Fig. 1(b). Algorithm 1 illustrates
how to recreate such a starred trie from the language it specifies.

Algorithm 1 STAR-TRIE(L)

Require: ε 6∈ L, L 6= ∅
1: create a treeT with unlabelled root
2: for all a ∈ Σ such thata−1L 6= ∅ do
3: append STAR-TRIE-HELP(a−1L, a) below the root ofT
4: end for
5: returnT

Let T be any starred trie satisfying the conditions above. ThenT represents a regu-
lar expression, which in turn specifies a certain language. We now show that when the
algorithm is run with that language as input, it returns the trie T by arguing that at each
step of the algorithm when a particular node (matched with languageL if the root andaL
otherwise) is being processed, the children are correctly reconstructed.

We first consider children of the root. By the original trie construction (for finite
languages withoutε), no such children may be labelledε. Thus, by the first star condition,
the only children may be unstarred alphabet symbols. Thus, line2 of Algorithm 1 suffices
to find all children of the root correctly.
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Algorithm 2 STAR-TRIE-HELP(L, a)

1: create a treeT with root labelleda
2: for all b ∈ Σ s.t. b−1L 6= ∅ do
3: if (b−nL) ∩ (ε+ (Σ \ {b})Σ∗) 6= ∅ for all n > 0 then {need a child labelledb∗}
4: append a newb∗-node below the root ofT
5: if L 6= b∗ then { b∗ will be an internal node}
6: for all c ∈ Σ \ {b} such thatc−1L 6= ∅ do {determine children ofb∗}
7: append STAR-TRIE-HELP(c−1L, c) below theb∗-node
8: end for
9: if b ∈ L then

10: append a newε-node below theb∗-node
11: end if
12: end if
13: else{need a child labelledb}
14: append STAR-TRIE-HELP(b−1L, b) below the root ofT
15: end if
16: end for
17: if ε ∈ L and the root ofT has at least one unstarred childthen
18: append a newε-node below the root ofT
19: end if
20: returnT

Now consider a non-root internal node, say labelleda. By the third star condition, a
starred node may not have a child labelled with the same alphabet symbol, so ifa has a
child labelledb∗, then

(bn)
−1

L ∩ (ε+ (Σ \ {b})Σ∗) is non-empty for alln > 0. (7.1)

Conversely, by the second condition, a starred node may not have an identically-labelled
parent that hasε as a sibling, so if (7.1) holds, thena must have a child labelledb∗.
By the second star condition, a starred node may not have siblings, so the algorithm
need not check for other children once a starred child is found. This shows that line3
of Algorithm 2 correctly identifies all starred children ofa. Assuminga has a starred
child b∗, then by the third condition, line6 of Algorithm 2 correctly recovers all children
of b∗. All remaining children ofa have no stars, and line14 of Algorithm 2 suffices to
find all children labelled witha ∈ Σ; the special case of anε-child belowa is covered by
line 17.

We give a grammar that generates expressions meeting these conditions in Table 3.
As before, we take our alphabet to beΣ = {a0, a1, . . . , ak−1}. We describe the roles of
the non-terminals of the grammar in Table 3.

S generates all expressions — this corresponds to Algorithm 1.
E,Ei generate expressions that may be concatenated to non-starred and starred alphabet

symbols, respectively. The non-terminalE corresponds to lines2 and13 while
Ei corresponds to line5 of Algorithm 2. These act the same asS except for the
introduction of parentheses to take precedence into account and restriction that no
prefixes of the formε+aa∗ are generated, used to implement the second condition.
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S → Y | Z
E → Y | (Z) | (ε+ Y ′) | (ε+ Z)

Ei → Yi | (Zi) | (ε+ Y ′
i ) | (ε+ Zi) for 0 6 i < k

Y → Pi for 0 6 i < k

Y ′ → P ′
i for 0 6 i < k

Yi → Pj for 0 6 i, j < k andi 6= j

Y ′
i → P ′

j for 0 6 i, j < k andi 6= j

Z → P ′
n0

+ P ′
n1

+ · · ·+ P ′
nt

where0 6 n0 < n1 < · · · < nt < k for t > 0

Zi → P ′
n0

+ P ′
n1

+ · · ·+ P ′
nt

as above, but withnj 6= i for all 0 6 j 6 t

Pi → ai | aiE | aia∗j | aia∗jEj

for 0 6 i, j < k

P ′
i → ai | aiE | aia∗j | aia∗jEj

for 0 6 i, j < k andi 6= j

Table 3. A grammar generating all regular expressions meeting all three star condi-
tions.

Additionally,Ei has the restriction that its first alphabet symbol produced may not
beai — this is used to implement the third condition.

Y, Y ′, Yi, Y
′
i generate expressions whose prefix is an alphabet symbol. As awhole, these

non-terminals correspond to Algorithm 2, and may be considered degenerate cases
of Z andZi; that is, trivial unions.
The tick-mark signifies that expressions of the formaa∗ for a ∈ Σ are disallowed,
used to implement the second condition. The subscriptedi signifies that the initial
alphabet symbol may not beai, used to implement the third condition.

Z,Zi generate non-trivial unions of expressions beginning withdistinct alphabet symbols
— Z corresponds to line2 of Algorithm 1 and line13 of Algorithm 2, whileZi

corresponds to line5 of Algorithm 2.
The subscriptedi signifies that none of initial alphabet symbols may beai, used to
implement the third condition.

Pi, P
′
i generate expressions beginning with the specified alphabetsymbolai. They cor-
respond to line1 of Algorithm 2.
The tick-mark signifies that expressions may not have the prefix aia

∗
i , used to im-

plement the second condition.

Since the algorithm correctly returns a trie when run on the language represented by
the trie, the correspondence between the algorithm and the grammar gives us the following
result.

Theorem 7.5.The grammar above is unambiguous and the generated regular expressions
represent distinct regular languages.
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k ordinary reverse polish alphabetic
1 Ω(1.3247n) Ω(1.2720n) Ω(2n)
2 Ω(2.7799n) Ω(2.2140n) Ω(7.4140n)
3 Ω(3.9582n) Ω(2.8065n) Ω(12.5367n)
4 Ω(5.0629n) Ω(3.2860n) Ω(17.6695n)
5 Ω(6.1319n) Ω(3.6998n) Ω(22.8082n)
6 Ω(7.1804n) Ω(4.0693n) Ω(27.9500n)

Table 4. Improved lower bounds forRk(n) with respect to size measure and alpha-
bet size.

Table 4 lists the improved lower bounds forRk(n). These lower bounds were ob-
tained via singularity analysis, as explained in Section 6,boot-strapping off the bounds in
Table 2.1

8 Upper bounds on enumeration of regular languages by
regular expressions

Turning our attention back to upper bounds forRk(n), we develop grammars for regular
expressions such that every regular language is represented by at least one shortest regular
expression generated by the grammar, where a regular expressionr of sizen is said to be
shortest if there is no expressionr′ of size less thann with L(r) = L(r′).

To this end, we consider certain “normal forms” for regular expressions, with the
property that transforming a regular expression into normal form never increases its size.
Again, size may refer to one of the various measures introduced before. With such a
normal form, it suffices to enumerate all regular expressions in normal form to obtain
improved upper bounds onRk(n) for various measures.

8.1 A grammar based on normalized regular expressions

We begin with a simple approach, which will be further refinedlater on. As concatenation
and sum are associative, we consider them to be variadic operators taking at least2 ar-
guments and impose the condition that in any parse tree, neither of them are permitted to
have themselves as children. Also, by the commutativity of the sum operator, we impose
the condition that the summands of each sum appear in the following order: First come
all summands which are terminal symbols, then all summands which are concatenations,
and finally all starred summands. Also, we can safely omit allsubexpressions of the form
s∗∗, s∗ + ε, (s + ε)∗, s + ε + ε: occurrences of these can be replaced with occurrences
of s∗, s∗, s∗, ands + ε, respectively. Here the latter subexpressions have size nolarger

1The Maple worksheets used to derive these bounds can be accessed at the second author’s personal home-
page viahttp://math.stanford.edu/~jlee/automata/

http://math.stanford.edu/~jlee/automata/
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S → Q | A | T | C | K
Q → A+ ε | T + ε | C + ε

A → T +AT | C +AC | K +AK

AT → T | T +AT | AC

AC → C | C +AC | AK

AK → K | K +AK

T → a1 | a2 | · · · | ak
C → C0 C0 | C0 C

C0 → (Q) | (A) | T | K
K → (A) ∗ | T ∗ | (C) ∗

Table 5. A simple unambiguous grammar for generating at least one shortest regular
expression for each regular language.

C → (Q)CQ | (A)CA | TCT | KCK

CQ → (Q) | (Q)CQ | CA

CA → A | (A)CA | CT

CT → T | TCT | CK

CK → K | KCK

Table 6. Rules for concatenation over unary alphabets, which in thatcase is com-
mutative.

than the former ones, and this holds for all size measures considered. These observations
immediately lend themselves for a simple unambiguous grammar, such as the one listed
in Table 5. The meaning of the variables is as follows:

S generates all regular expressions obeying the abovementioned format. Among
them,

Q generates those expressions of the formr + ε,
A generates those of the formr + s, i.e. “additions”,
T generates those which are terminal symbols,
C generates those of the formrs, i.e. concatenations,
C0 generates the “factors” apppearing inside concatenations(which are themselves not

concatenations), and
K generates those of the formr∗, i.e. Kleene stars;

finally, the “summands” in expressions of typeA are subdivided into subtypesAT , AC

andAK , used for handling summands which are terminal symbols, concatenations, or
Kleene stars, respectively.

In the special case of unary alphabets, not only union, but also concatenation (again
viewed as a variadic operator) is commutative. In this case,we may impose a similar
ordering of factors as done for summands, and thus we can replace the rule withC as
left-hand side with the rules given in Table 6.
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8.2 A grammar based on strong star normal form

We now refine the above approach by considering only regular expressions in strong star
normal form [15], a notion that we recall in the following.

Since∅ is only needed to denote the empty set, and the need forε can be substituted
by the operatorL? = L ∪ {ε}, an alternative syntax introduces also the?-operator and
instead forbids the use of∅ andε inside non-atomic expressions. The definition of strong
star normal form is most conveniently given for this alternative syntax.

Definition 8.1. The operators◦ and• are defined on regular expressions. The first oper-
ator is given by:a◦ = a, for a ∈ Σ; (r + s)◦ = r◦ + s◦; r?◦ = r◦; r∗◦ = r◦; finally,
(rs)◦ = rs, if ε /∈ L(rs) andr◦+s◦ otherwise. The second operator is given by:a• = a,
for a ∈ Σ; (r + s)• = r• + s•; (rs)• = r•s•; r∗• = r•◦∗; finally, r?• = r•, if ε ∈ L(r)
andr?• = r•? otherwise. Thestrong star normal formof an expressionr is then defined
asr•.

An easy induction shows that the transformation into strongstar normal form pre-
serves the described language, and that it is weakly monotone with respect to all usual
size measures. We sketch a proof for the case of ordinary length.

Lemma 8.1. Let r be a regular expression without occurrences of the symbol∅, and let
r• be its strong star normal form. Thenord(r•) 6 ord(r).

Proof Sketch.First of all, we may safely assume thatr does not contain any subexpres-
sions ruled out by the grammar of the previous section, such asε+ ε; the transformation
into strong star normal form subsumes these reductions anyway.

Recall the definition of the auxiliary operator◦ in the definition of strong star normal
form (Definition 8.1). The proof relies on the following claim: If ε ∈ L(r) andL(r) 6=
{ε}, thenord(r◦) 6 ord(r)− 1; otherwise,ord(r◦) 6 ord(r). This claim can be proved
by induction while excluding the casesL(r) = ∅, {ε}. The base cases are easy; the
induction step is most interesting in the caser = st. If ε /∈ L(st), thenr◦ = st and
the claim holds; otherwiser◦ = s◦ + t◦ with ε ∈ L(s) andε ∈ L(t). We can apply the
induction hypothesis twice to deduceord(s◦) + ord(t◦) 6 ord(s) + ord(t)− 2, and thus
ord(s◦ + t◦) 6 ord(st)− 1, as desired. Notice that, as union has lower precedence than
concatenation, this step never introduces new parentheses. The induction step in the other
cases is even easier.

Since every regular language is represented by at least one shortest regular expression
in strong normal form (with respect to all three considered size measures), it suffices to
enumerate those expressions in normal form. Our improved grammar will be based on
the following simple observation on expressions in strong star normal form:

Lemma 8.2. If s∗ or s + ε appears as a subexpression of an expression in star normal
form, thenε /∈ L(s).

To exploit this fact, for each subexpression we need to keep track of whether it denotes
the empty word. This can of course be done with dynamic programming, by using rules
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S → S+ | S−

S+ → Q+ | A+ | C+ | K+ S− → A− | T− | C−

Q+ → A− + ε | T− + ε | C− + ε

A+ → T− +A+
C | C− +A+

C |
A− → T− +A−

T | C− +A−
CA− +A+

C | C+ +A+
C |

K+ +A+
K

A−
T → T− | T− +A−

T | A−
C

A+
C → C+ | C+ +A+

C | A+
K A−

C → C− | C− +A−
C

A+
K → K+ | K+ +A+

K

T− → a1 | a2 | · · · | ak

C+ → C+
0 C+

0 | C+
0 C+ C− → C−

0 C−
0 | C−

0 C+
0 | C+

0 C−
0 |

C−
0 C− | C−

0 C+ | C+
0 C−

C+
0 → (Q+) | (A+) | K+ C−

0 → (A−) | T−

K+ → (A−) ∗ | T− ∗ | (C−) ∗

Table 7. A better unambiguous grammar generating at least one shortest regular
expression (in strong star normal form) for each regular language.

such asε ∈ L(rs) iff ε ∈ L(r) andε ∈ L(s). Since in addition every subexpression either
denotes the empty word or not, it is easy to extend the above grammar to incorporate these
rules while retaining the property of being unambiguous.

Notice that most variables now come in anε-flavor (for example, the variableA+) and
in anε-free flavor (for example, the variableA−). Moreover, the summands inside sums
appear in the following order, which is a refinement of the summand ordering devised
previously: First come all summands which are terminal symbols, then all summands
which areε-free concatenations, then all concatenations withε in the denoted language,
and finally all starred summands. To illustrate this ordering, we give the most important
steps of the unique derivation for the expressiona1 + a2a3 + (a4 + ε)(a5 + ε) + a ∗

6 :

S =⇒∗ A− +A+
C =⇒ T− +A−

T +A+
C =⇒ a1 +A−

T +A+
C

=⇒ a1 +A−
C +A+

C =⇒ a1 + C− +A+
C =⇒∗ a1 + a2a3 +A+

C

=⇒ a1 + a2a3 + C+ +A+
C =⇒∗ a1 + a2a3 + (a4 + ε)(a5 + ε) +A+

C

=⇒ a1 + a2a3 + (a4 + ε)(a5 + ε) +A+
K =⇒ a1 + a2a3 + (a4 + ε)(a5 + ε) +K+

=⇒∗ a1 + a2a3 + (a4 + ε)(a5 + ε) + a ∗
6

The following proposition, giving the correctness of the improved grammar, can be
proved by induction on the minimum required regular expression size. Table 8 lists the
upper bounds obtained through this grammar.2

2The Maple worksheets used to derive these bounds can be accessed at the second author’s personal home-
page viahttp://math.stanford.edu/~jlee/automata/

http://math.stanford.edu/~jlee/automata/
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Proposition 8.3. The grammar in Table 7 is unambiguous and, for each regular lan-
guage, generates at least one regular expression of minimalordinary length (respectively:
reverse polish length, alphabetic width) representing it.

k ordinary reverse polish alphabetic
1 O(2.5946n) O(2.7422n)



















O (kn · 21.5908n)
2 O(4.2877n) O(3.9870n)
3 O(5.4659n) O(4.7229n)
4 O(6.5918n) O(5.3384n)
5 O(7.6870n) O(5.8780n)
6 O(8.7624n) O(6.3643n)

Table 8. Summary of upper bounds onRk(n) for k = 1, 2, . . . , 6 and various size
measures. For ordinary length, we used the simple grammar inTable 5, because
the computation for the improved grammar ran out of computational resources. For
reverse polish length, we used the simple grammar for bootstrapping the bounds.

k ordinary reverse polish alphabetic
1 O(2.1793n) O(2.0795n) O(10.9822n)
2 O(3.8145n) O(3.3494n)



















O (kn · 12.2253n)
3 O(4.9019n) O(4.0315n)
4 O(5.8234n) O(4.6121n)
5 O(6.8933n) O(5.1268n)
6 O(7.9492n) O(5.5939n)

Table 9. Summary of upper bounds fork = 1, 2, .., 6 and various size measures
in the case of finite languages. For reverse polish length, webootstrapped from the
values in Table 8; for ordinary length, we bootstrapped the casek = 2 from the
upper bound obtained fork = 3.

9 Exact enumerations

Tables 10 to 15 give exact numbers for the number of regular languages representable by
a regular expression of sizen, but not by any of size less thann.

We explain how these numbers were obtained.3 Using the upper bound grammars
described previously, a dynamic programming approach was taken to produce (in or-
der of increasing regular expression size) the regular expressions generated by each non-
terminal. To account for duplicates, each regular expression was transformed into a DFA,

3The C++ source code of the software used to compute these numbers can be accessed at the second author’s
personal homepage viahttp://math.stanford.edu/~jlee/automata/

http://math.stanford.edu/~jlee/automata/
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minimized and relabelled via a breadth-first search to produce a canonical representation.
Using these representations as hashes, any regular expression matching a previous one
generated by the same non-terminal was simply ignored.

k 1 2 3 4
1 3 4 5 6
2 1 4 9 16
3 2 11 33 74
4 3 28 117 336
5 3 63 391 1474
6 5 156 1350 6560
7 5 358 4546 28861
8 8 888 15753 128720
9 9 2194 55053 578033

10 14 5665 196185 2624460

Table 10. Ordinary length, finite lan-
guages

k 1 2 3 4
1 3 4 5 6
2 2 6 12 20
3 3 17 48 102
4 4 48 192 520
5 5 134 760 2628
6 9 397 3090 13482
7 12 1151 12442 68747
8 17 3442 51044 354500
9 25 10527 211812 1840433

10 33 32731 891228

Table 11. Ordinary length, general
case

k 1 2 3 4
1 3 4 5 6
3 2 7 15 26
5 3 25 85 202
7 5 109 589 1917
9 9 514 4512 20251

11 14 2641 37477 231152
13 24 14354 328718 2780936
15 41 81325 2998039
17 71 475936
19 118 2854145

Table 12. Reverse polish length, fi-
nite languages

k 1 2 3 4
1 3 4 5 6
2 1 2 3 4
3 2 7 15 26
4 2 13 33 62
5 3 32 106 244
6 4 90 361 920
7 6 189 1012 3133
8 7 580 3859 13529
9 11 1347 11655 48388

10 15 3978 43431 208634

Table 13. Reverse polish length, gen-
eral case

10 Conclusion and open problems

In this chapter, we discussed various approaches to enumerating regular expressions and
the languages they represent, and we used algebraic and analytic tools to compute upper
and lower bounds for these enumerations. Our upper and lowerbounds are not always
very close, so an obvious open problem (or class of open problems) is to improve these
bounds. Other problems we did not examine here involve enumerating interesting sub-
classes of regular expressions. For example, in linear expressions, every alphabet symbol
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k 1 2 3 4
0 2 2 2 2
1 2 4 6 8
2 4 24 60 112
3 8 182 806 2164
4 16 1652 13182 51008
5 32 16854 242070 1346924
6 64 186114 4785115

Table 14. Alphabetic width, finite
languages

k 1 2 3 4
0 2 2 2 2
1 3 6 9 12
2 6 56 150 288
3 14 612 3232 9312
4 30 7923 82614 357911
5 72 114554 2332374
6 155 1768133

Table 15. Alphabetic width, general
case

occurs exactly once. In addition to the intrinsic interest,enumerating subclasses may
provide a strategy for improving the lower bounds for the general case.
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Abstract. In this chapter we discuss the problem of enumerating distinct regular expressions by
size and the regular languages they represent. We discuss various notions of the size of a regular
expression that appear in the literature and their advantages and disadvantages. We consider a
formal definition of regular expressions using a context-free grammar.

We then show how to enumerate strings generated by an unambiguous context-free grammar
using the Chomsky-Schützenberger theorem. This theorem allows one to construct an algebraic
equation whose power series expansion provides the enumeration. Classical tools from complex
analysis, such as singularity analysis, can then be used to determine the asymptotic behavior of the
enumeration.

We use these algebraic and analytic methods to obtain asymptotic estimates on the number of
regular expressions of sizen. A single regular language can often be described by severalregular
expressions, and we estimate the number of distinct languages denoted by regular expressions of
sizen. We also give asymptotic estimates for these quantities. For the first few values, we provide
exact enumeration results.
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