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Abstract. This paper presents a novel approach for video-based face 
recognition. We define a metric based on an average 2L  Euclidean distance 
between two videos as the classifier. This metric makes use of Earth Mover’s 
Distance (EMD) as the underlying similarity measurement between videos. 
Earth Mover’s Distance is a recently proposed metric for geometric pattern 
matching and it reflects the average ground distance between two distributions. 
Under the framework of EMD, each video is modeled as a video signature and 
Euclidean distance is selected as the ground distance of EMD. Since clustering 
algorithm is employed, video signature can well represent the overall data 
distribution of faces in video. Experimental results demonstrate the superior 
performance of our algorithm. 

1   Introduction 

Face recognition based on video has been a focus recently [1-6]. It is very useful in 
the application of video surveillance and access control. Compared to still-based face 
recognition technology, multiple frames and temporal information facilitate face 
recognition. The discriminative information can be integrated across the video 
sequences. However, poor video quality, large illumination and pose variations, 
partial occlusion and small size images are the disadvantages of video-based face 
recognition. To overcome the above problems, many approaches, which attempt to 
utilize multiple frames and temporal information in video, are proposed. Based on 
whether the temporal information is utilized or not, these schemes can be divided into 
sequential approach and batch approach.  

Sequential approach assumes temporal continuity between two adjacent samples. 
The continuity property propagates face position and identity frame by frame. The 
previous tracking and recognition result can be utilized for current face tasks. Zhou [2] 
proposes a tracking-and-recognition approach, which utilizes a very powerful unified 
probabilistic framework to resolve uncertainties in tracking and recognition 
simultaneously. Lee [3] represents each person with an appearance manifolds 
expressed as a collection of pose manifolds. In recognition, the probability of the test 
image from a particular pose manifold and the transition probability from the previous 
frame to the current pose manifold are integrated. Liu [4] applies adaptive HMM to 
perform video-based face recognition task. 



The other is batch approach, which assumes independence between any two 
samples, thus the dynamics of image sequences is ignored. It is particularly useful to 
recognize a person from sparse observations. The main idea of batch approach is to 
compute the similarity function ),( BAf , where A  and B  are training and testing 
video, respectively. The greater value of ),( BAf  indicates A and B are more likely 
sampled from the same individual. The way to define ),( BAf differentiates various 
batch methods [5,6]. 

In this paper, we propose a novel model to identify the querying video. It is based 
on the measurement of average Euclidean distance between two videos so it is one of 
batch approaches. Instead of modeling set of video images as subspace [5] or 
Gaussian distribution [6], we represent the distribution of each set with a video 
signature. Video signature reflects the complex distribution of video data in image 
space. Earth Mover’s Distance (EMD) is the proposed metric for average distribution 
distance measurement between two signatures. For simpleness and effectiveness, 
Euclidean distance is suggested to be the underlying ground distance of EMD. A new 
similarity function based on the average Euclidean distance metric is established and 
we verify its performance on a combined database. 

This paper is organized as follows. Section 2 gives a brief review of some related 
work. In Section 3, the metric of average Euclidean distance is introduced. Section 4 
discusses experimental results. At last, we conclude the paper and prospect future 
work. 

2   Related Work 

As mentioned above, for batch approach of video-based face recognition, the purpose 
is to define the similarity function ),( BAf , where A  and B  are training and 
testing video, respectively. MSM [5] defines similarity function as follows: 
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Au and Bu are eigenvectors of A  and B , respectively. MSM is thought that 
some discriminative statistical characteristics, e.g., eigenvalues or means of the data, 
are not considered. For K-L divergence [6] method, it is defined as: 
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In this formula, ∑  is the covariance matrix, while m  is the mean vector. d  
corresponds to the dimensionality. It assumes each set of video images can be 
modeled as a multivariate Gaussian distribution, which is not precise enough to be the 
underlying distribution due to multiple poses and expressions in video. In addition, 
the computation of Equation (2) is very time-consuming since ∑  is always a 
singular matrix [8].  



3   The Proposed Metric 

In this paper, to define the similarity function ),( BAf  between two videos, we 
introduce the notion of Earth Mover’s Distance (EMD). EMD is a recently proposed 
metric for geometric pattern matching. It compares two distributions that have the 
same weights and it is proved much better than some well-known metrics (e.g., 
Euclidean distance between two vectors). It is based on an optimization method for 
the transportation problem [7] and is applied to image retrieval [9,14] and graph 
matching [11,12]. The name is suggested for road design [13]. 

3.1   Video Signatures  

Given a set of points in image space, we represent the set with a signature. The 
signature is composed of numbers of clusters of similar features in a 2L  space. Each 
cluster is attached to a weight, which reflects the ratio of the number of images in this 
cluster to the total number of images. For video-based face recognition, each video 
corresponds to a distribution of points in image space and can be modeled as a video 
signature. We employ the technology of vector quantization  [10] for clustering 
since it performs efficiently. Each cluster contributes a pair ( u , up ), where u is the 

prototype vector of the cluster and up is its weight which is the fraction of face 
images in the cluster.  

 
Fig. 1. A signature for video-based face recognition 

 



For videos, poses and expressions change constantly. The images in a video form a 
complex distribution in high dimensional image space. It can not be simply expressed 
by a single subspace or a single multivariate Gaussian model. Since clustering 
algorithm is used, signature can well represent the overall data distribution of video 
data. Each cluster corresponds to a pose manifold. In addition, with clustering, some 
degree of variations, e.g., illumination, poses and expressions, can be tolerated. 
Moreover, changing the number of clusters, it provides a compact and flexible 
method to represent data distribution. More clusters are used, more precise the model 
is. Fig. 1 is an example of a signature in a reduced dimensionality space. Each 
signature contains a set of prototype vectors and their corresponding weights. In Fig. 
1, the prototype is labeled with a red “ ” and the weight is denoted under the 
corresponding image. 

3.2   Average Euclidean Distance Between Video Signatures  

Assume two videos A  and B  are modeled as video signatures. We can imagine A  
is a mass of earth, and B is a collection of holes. EMD is a measurement of the 
minimal work needed to fill the holes with earth. This is the reason why it is named 
“Earth Mover’s Distance”. Fig. 2 shows an example with three piles of earth and two 
holes.  

EMD can be formalized as the following linear programming problem: Let 
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Fig. 2. An example of EMD 

 
prototype vectors of clusters of A  and B , respectively, and iup and jvp  are 

their corresponding weights. The cost to move an element iu , to a new position jv  

is the cost coefficient ijc , multiplied by ijd , where ijc  corresponds to the portion 

of the weight to be moved, and ijd  is the ground distance between iu  and jv . 
EMD is the sum of cost of moving the weights of the elements of A  to those of B . 
Thus the solution to EMD is to find a set of cost coefficients ijc  to minimize the 
following function: 

∑∑
= =

m

i

n

j
ijij dc

1 1
                          (3) 



subject to: (i) 0≥ijc , (ii) jv

m

i
ij pc ≤∑

= 1
, (iii) iu

n

j
ij pc ≤∑

= 1
, and 

(iv)∑ ∑∑∑
= ===

=
m

i

n

j
v

m

i
u

n

j
ij ji

ppc
1 111

),min( . Constraint (i) indicates only positive quantity 

of “earth” is allowed to move. Constraint (ii) limits the quantity of earth filled to a 
“hole”. Each hole is at most filled up all the capacity. Constraint (iii) limits the 
quantity of earth provided to holes. Each pile of earth provides at most its capacity. 
Constraint (iv) prescribes that at least one signature contributes all its weights. If the 
optimization is successful, then EMD can be normalized as: 

),min(

)min(

),(

11

1 1

∑∑

∑ ∑

==

= == n

j
v

m

i
u

m

i

n

j
ijij

ji
pp

dc

BAEMD               (4) 

EMD extends the distance between single points to the distance between sets of 
points and it reflects the average ground distance that weights travels according to an 
optimal flow. In general, the ground distance ijd  can be any distance and it will be 
chosen according to the problem we encounter. For the simpleness and effectiveness, 
Euclidean distance is proposed to be the underlying ground distance of EMD. Since 
EMD is the basic distance framework to represent the average ground distance 
between signatures and Euclidean distance is the underlying ground distance, it is 
named as “a metric of average Euclidean distance”. Based on this metric, the 
similarity function between the querying video A  and the reference video B  can be 
defined as: 
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whereσ is a constant for normalization. The value of the function shows the degree 
of similarity between A  and B . 

Particularly, if some weights of clusters are smaller than a threshold, we discard 
these clusters since it contributes a little for matching. For videos, these clusters 
generally consist of faces on bad condition, which deviate far away from normal face 
clusters. EMD provides a natural solution to this kind of partial matching. However, 
EMD with partial matching is not a metric for the distance measure of two 
distributions.  



4   Experimental Results 

4.1   Experimental Database 

We use a combined database to evaluate the performance of our algorithm. The 
database can be divided into two parts: (i) Mobo (Motion of Body) database. Mobo 
database was collected at the Carnegie Mellon University for human identification. 
There are 25 individuals in the database. (ii) Our collected database. This part is 
collected from advertisements, MTV and personal videos. There are 15 subjects in the 
database. Totally, our combined database contains 40 subjects, and each subject has 
300 face images. Fig. 3 shows some faces cropped from sequences in the database. 
Using the very coarse positions of eyes, we normalize it to 30 30 pixels and use it 
for experiments. Some location errors, various poses and expressions can be observed 
in the database. 

4.2   Experimental Scheme 

In order to verify the performance of our proposed algorithm, the scheme of data 
partition is illuminated as follows: given a video in database, we select the first 100 
frames for training. In the remaining 200 frames, we randomly select a starting frame 
K and a length M . Then frames },,{ ,11 MKKK III +++ L  form a sequence for 
testing. This is similar to the practical situation where anyone can come to the 
recognition system at any time with any duration [4]. 
 

 

 

 

 

 

 

 
Fig. 3. Some cropped faces from sequences 

 
Two experiments are performed. The first experiment changes the number of 

clusters of video signature. It wants to disclose how many clusters in signature are 
most beneficial to face recognition. The second experiment compares the algorithm 
with other general batch methods to demonstrate its performance. 



4.3   Recognition Rate Vs. Number of Clusters 

For video-based face recognition, each video forms a video signature in image space 
by clustering algorithm. We think since clustering algorithm is used, signature can 
well represent the overall data distribution of videos. We further deduce that the 
number of clusters in a signature may affect the recognition rate. Based on above data 
partition scheme, testing video is obtained with a random starting frame and a random 
length. This experiment is performed four times with different length of testing video. 
The purpose of the experiment is to disclose the relationship between recognition rate 
and the number of clusters in a signature and the length of testing video. Fig. 4 
illustrates the experimental results.  

In Fig.4, the horizontal axis represents the number of clusters used in a video 
signature. The vertical axis denotes the recognition rate. The legend on left top corner 
represents how many frames are used for testing. The length of testing video is 51, 92, 
120 and 160, respectively. The number of clusters changes from one to eight. When 
only a cluster is used, EMD is actually the Euclidean distance between centers of 
videos. Directly using center vector to represent a video is very coarse so that the 
recognition rate is only about 55%. With the increment of the number of clusters, the 
model of video signature becomes more and more precise. When more than four 
clusters are used, the recognition rate is nearly 100%. From this figure, we can note 
that no matter how long the testing video is, five clusters is a preferable choice for 
recognition. This experiment demonstrates that video signature can well represent the 
overall data distribution of sets. Furthermore, since each cluster may correspond to a 
pose manifold of complex distributed video and EMD reflects the average Euclidean 
distance between videos, it is a reasonable result of high recognition rate. 

 
Fig. 4. Recognition rate Vs. Number of clusters 

4.4   Comparison With Other Algorithms 

In this experiment, three batch algorithms are assembled together to compare their 
performance. They are MSM (Mutual Subspace Method), KLD (K-L Divergence) and 



EMD (Earth Mover’s Distance). The underlying data distribution model of MSM is a 
single subspace, while that of KLD is a single Gaussian model and EMD is a video 
signature. The experiment is done ten times to obtain the recognition rate curve as 
shown in Fig. 5.  

In Fig. 5, the horizontal axis shows the length of testing video. It ranges from 19 to 
189 frames. The vertical axis shows the recognition rate. For MSM, we use all 
eigenvectors to compute the similarity function. For EMD, five clusters are contained 
in a video signature based on the former experiment. From this figure, we can observe 
that when less than 20 frames are for test, the performance of KLD is very weak. It is 
because that a representative Gaussian model needs more training samples. Its 
performance becomes better with the increasing of testing frames. However, the 
performance of KLD is still the worst one. This phenomenon demonstrates that K-L 
divergence between probabilistic models is not an effective classifier and a single 
Gaussian model is not robust for expressing complex data distribution of video. We 
also note that the performance of MSM and EMD is similar. Their difference is that 
when the length of testing video is short, EMD is much better than MSM, especially 
in the case that only 19 frames are used for testing. It proves that a single subspace 
can not reflect the distribution of small quantity of data. Video signature is a much 
more reasonable model of data distribution and EMD is a robust metric for 
classification since it reflects the average Euclidean distance between video 
signatures. 

 
Fig. 5. Comparison of MSM, KLD And EMD 

5   Conclusion 

For video-based face recognition, conventional batch approaches supply two classical 
methods to estimate the similarity between testing video and training video. The one 
is to compute the angle between subspaces [5], and the other is to find K-L divergence 
[6] between probabilistic models. In this paper, we consider a most straightforward 
method of using distance for matching. We propose a metric based on an average 2L  



Euclidean distance between two videos as the classifier. This metric is established 
based on Earth Mover’s distance and Euclidean distance is suggested to be the 
underlying ground distance metric. Signatures are built for modeling data distribution 
of image sets. This model is much better than subspace model [5] and single 
probabilistic model [6] since it divides a video into several clusters corresponding to 
different poses. In future, we will consider the update method to improve the 
representative capability of signatures. Moreover, as in [4], time information and 
transformation probability will be considered to build a more reasonable model to 
represent a video. 
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