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Introduction

Verification of real-time systems is an important subject of research. This is
highly motivated by an increasing demand to verify safety critical systems,
i.e., time-dependent distributed systems, failure of which could cause dramatic
consequences for both people and hardware.

Temporal logic methods have been used for verification over the last twenty
years, proving their usefulness for such an application. Whereas infinite state
systems still require deductive proof methods, systems of finite abstract mod-
els can be verified using algorithmic approaches. This means that the veri-
fication process can be fully automated. One of the most promising sets of
techniques for verification is known as model checking. Essentially, in this for-
malism verifying that a property follows from a system specification amounts
to checking whether or not a temporal formula is valid on a model representing
all the possible computations of the system.

Several models of real-time systems are usually considered in the litera-
ture, but timed automata (TA) [10] and time Petri nets (TPNs) [106] be-
long to the most widely used. For these models, one is, usually, interested in
checking reachability or more involved temporal properties that are typically
expressed either in a standard temporal logic like LTL and CTL", or in a
timed extension of CTL, called TCTL [7]. Unfortunately, practical applica-
bility of model checking methods is strongly limited by the state explosion
problem, which makes models grow exponentially in the number of the con-
current processes of a system. For real-time systems, this problem occurs
with a particular strength, which follows from infinity of the dense time do-
main. Therefore, existing verification techniques frequently apply symbolic
representations of state spaces using either operations on Difference Bound
Matrices [68] or similar structures [32] for representing states of abstract mod-
els, or variations of Boolean Decision Diagrams like Clock Decision Diagrams
(CDDs) [24,166], Numeric Decision Diagrams (NDDs) [18], Difference Deci-
sion Diagrams (DDDs) [107,108], or Clock Restriction Diagrams (CRDs) [168].

Quite recently, a new approach to verification of real time systems, based
on SAT-related algorithms, has been suggested. The reason for this is a dra-
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matic increase in efficiency of SAT-solvers over the last few years. The SAT-
based approach can exploit either a sequence of translations starting from
a timed system and a timed temporal property, going via (quantified) sep-
aration logic to quantified propositional logic and further to propositional
logic 20,110, 140] or a direct translation from a timed system and a timed
temporal property to propositional logic [120,171,177].

Finite state models for timed systems, preserving properties to be checked,
are usually built using the detailed region graph approach or (possibly mini-
mal) abstract models, based on state classes or regions. Algorithms for gen-
erating such models have been defined for time Petri nets [32,35,73,102,111,
117,163,174], as well as for timed automata [7,8,41,66,125,159].

It seems that in spite of the same underlying timed structure, model check-
ing methods for time Petri nets and timed automata have been developed
independently of each other. However, several attempts to combine the two
approaches were made, concerning both a structural translation of one model
into the other [52,60,78,89,103,124, 144] or an adaptation of existing verifi-
cation techniques [73,111,163].

The aim of this monograph is to present a recent progress in the devel-
opment of two model checking methods, based on either building abstract
state spaces or application of SAT-based symbolic techniques. The latter is
achieved indirectly for time Petri nets, namely via a translation to timed au-
tomata. Our special emphasis is put not only on the verification methods, but
also on specification languages and their semantics.

Structure of the book

Chapter 1 of this book introduces Petri nets, discusses their time extensions,
and provides a definition of time Petri nets. Our attention is focused on a spe-
cial kind of TPNs — distributed time Petri nets, which, in a sense, correspond
to networks of timed automata introduced in Chapter 2. Two main alterna-
tive approaches to the semantics of time Petri nets are considered. The first
of them consists in assigning clocks to various components of the net, i.e.,
the transitions, the places, or the processes, whereas the second exploits the
so-called firing intervals of the transitions. The chapter ends with comparing
the above semantics as well as their dense and discrete versions.

Chapter 2 considers timed automata, which were introduced by Alur
and Dill [10]. Timed automata are extensions of finite state automata. We give
semantics of timed automata and show how to define their product. Typically,
we consider networks of timed automata, consisting of several concurrent TA
running in parallel and communicating with each other. Concrete models are
defined and progressiveness is discussed.

Chapter 3 deals with various structural translations from TPNs to TA.
They enable an application of specific verification methods for timed automata
to time Petri nets. Several methods of translating time Petri nets to timed
automata have been already developed. However, in most cases translations
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produce automata which extend timed automata. We sketch some of the ex-
isting approaches, but focus mainly on the translations that correspond to the
semantics of time Petri nets, associating clocks with various components of
the nets, like the places, the transitions, or the processes.

Chapter 4 introduces temporal specification languages. We start our pre-
sentation with the standard branching time logic CTL*, its extension modal p-
calculus, and then discuss timed temporal logics: TCTL and timed p-calculus.
It is important to mention that we consider two versions of syntax of TCTL
interpreted over either weakly or strongly monotonic runs.

Chapter 5 gives model abstraction methods based on state classes ap-
proaches for TPNs and on partition refinement for TA. For time Petri nets
we discuss different abstract models like state class graphs, geometric re-
gion graphs, atomic state class graphs, pseudo-atomic state class graphs, and
strong state class graphs. For timed automata we concentrate on detailed re-
gion graphs, (pseudo-)bisimulating models, (pseudo-)simulating models, and
forward-reachability graphs. The last section of this chapter gives an overview
of difference bound matrices (DBMs), which are used for representing states
of abstract models.

Chapter 6 deals with model checking methods for CTL. These methods
include a standard state labelling algorithm as well as an automata-theoretic
approach. Moreover, we show that model checking for TCTL over timed au-
tomata can be reduced to model checking for CTL.

Chapter 7 discusses SAT-based verification techniques, like bounded
(BMC) and unbounded model checking (UMC). The main idea behind BMC
[120,171] consists in translating the model checking problem for an existential
fragment of some branching-time temporal logic (like CTL or TCTL) on a
fraction of a model into a test of propositional satisfiability, for which refined
tools already exist [109]. Unlike BMC, UMC [105,140] deals with unrestricted
temporal logics checked on complete models at the price of a decrease in
efficiency.

Each chapter of our book is accompanied with pointers to the literature,
where descriptions of complementary methods or formalisms can be found.

Acknowledgement. The authors would like to thank the following people for com-
menting on this monograph: Bernard Berthomieu, Franck Cassez, Piotr Dembinski,
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Szreter, Stavros Tripakis, Bozena Wozna, Tomohiro Yoneda and Andrzej Zbrzezny.
All the comments from the above experts have greatly helped to improve the book.

The authors acknowledge support from Ministry of Science and Education (grant
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