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Abstract. Systems for selective dissemination of information (SDI) are
used to efficiently filter, transform, and route incoming XML documents
according to pre-registered XPath profiles to subscribers. Recent work
focuses on the efficient implementation of the SDI core/filtering engine.
Surprisingly, all systems are based on the best effort principle: The result-
ing XML document is delivered to the consumer as soon as the filtering
engine has successfully finished. In this paper, we argue that a more spe-
cific Quality-of-Service consideration has to be applied to this scenario.
We give a comprehensive motivation of quality of service in SDI-systems,
discuss the two most critical factors of XML document size and shape
and XPath structure and length, and finally outline our current proto-
type of a Quality-of-Service-based SDI-system implementation based on
a real-time operating system and an extention of the XML toolkit.

1 Introduction

XML documents reflect the state-of-the-art for the exchange of electronic doc-
uments. The simplicity of the document structure in combination with compre-
hensive schema support are the main reason for this success story. A special 
kind of document exchange is performed in XML-based SDI systems (selective 
dissemination systems) following the publish/subscribe communication pattern 
between an information producer and information subscriber. On the one hand, 
XML documents are generated by a huge number and heterogeneous set of pub-
lishing components (publisher) and given to a (at least logically) central message 
broker. On the other hand, information consumers (subscriber) are registering 
subscriptions at the message broker usually using XPath or XQuery/XSLT ex-
pressions to denote the profile and delivery constraints. The message broker has 
to process incoming by filtering (in the case of XPath) or transforming (in the 
case of XQuery/XSLT) the original documents and deliver the result to the 
subscriber (figure 1).

Processing XML documents within this streaming XML document applica-
tion is usually done on a best effort basis i.e. subscribers are allowed to specify 
only functionally oriented parameters within their profiles (like filtering expres-
sions) but no parameters addressing the quality of the SDI service. Quality-of-
Service in the context of XML-based SDI systems is absolutely necessary for 
example in application area of stock exchange, where trade-or-move messages
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Fig. 1. basic logical architecture of SDI systems

have to be delivered to registered users within a specific time slot so that given
deadlines can be met. Although a quality-of-service-based process scheduling
of XML filtering operations yields typically less overall system throughput, the
negotiated quality-of-service for the users can be guaranteed.

Contribution of the Paper: Scheduling and capacity planning in the context
of XML documents and XPath expression evaluation is difficult but may be
achieved within a certain framework. This topic is intensively discussed in the
context of this paper. Specifically, the paper illustrates how the resource con-
sumption of filtering, a typical operation in SDI systems, depends on the shape,
size and complexity of the document, on the user profile specified as a filter ex-
pression, and on the efficiency of the processor which runs the filters against the
documents. We finally sketch an XML-based SDI system environment which is
based on a real-time operating system and is thus capable of providing Quality-
of-Service for subscribers.

Structure of the Paper: The paper is organized as follows: In the next section,
the current work in the area of XML-processing related to our approach is sum-
marized. Section 3 considers Quality-of-Service perspectives for data processing
in SDI systems and proposes a list of requirements regarding the predictability of
XML data, filters and processors to consequently guarantee a user-defined qual-
ity of service. In section 4 the QoS parameters are used to obtain resource limits
for QoS planning and in section 5 ideas about the architecture of a QoS-capable
SDI system are given. Section 6 outlines the current state of our prototypical
implementation based on the XML toolkit and on a real-time operating system.
Section 7 finally concludes the paper with a short summary.

2 Related Work

The process of efficiently filtering and analyzing streaming data is intensively dis-
cussed in recent publications. Many mechanisms to evaluate continuous/standing
queries against XML documents have been published. The work in this area
ranges from pure processing efficiency to the handling of different data sources
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[1], adoption of the query process by dynamic routing of tuples [5] and grouping
of queries based on similarity including dynamic optimization of these query
groups [12]. Surprisingly and to the best of our knowledge, no system incorpo-
rates the idea of quality of service for the filtering process in SDI systems as a
first-class parameter. Since our techniques and parameter are based on previous
work, we have to sketch the accompanying techniques:

One way to establish the filtering of XML documents with XPath expressions
consists in using the standard DOM representation of the document. Unfortu-
nately, using the DOM representation is not feasible for larger XML documents.
The alternative way consists in relying on XML stream processing techniques
[2,8,4,3] which particularly construct automatons based on the filter expressions
or use special indexes on the streaming data. This class of XPath evaluations
will be the base for our prototypical implementation outlined in section 6.

In [13] some basic XML metrics are used to characterize the document struc-
ture. Although their application area is completely different to Quality-of-Service
in XML-based SDI systems, we exploit the idea of XML metrics as a base to
estimate the resource consumption for the filtering process of a particular XML
document.

3 XML–Based QoS–Perspectives

Before diving into detail, we have to outline the term ”Quality-of-Service” in
the context of SDI systems. In general a user is encouraged to specify QoS
requirements regarding a job or a process a certain system has to perform. These
requirements usually reflect the result of a negotiation between user and system.
Once the system has accepted the user’s QoS requirement, the system guarantees
to meet these requirements. Simple examples of quality subjects are a certain
precision of a result or meeting a deadline while performing the user’s task.

The benefit for the user is predictability regarding the quality of the result or
the maximal delay of receiving the result. This is helpful in a way that users are
able to plan ahead other jobs in conjunction with the first one. As a consequence
from the system perspective, adequate policies for handling QoS constraints have
to be implemented. For example to guarantee that a job is able to consume a
certain amount of memory during its execution, all the memory reservations
have to be done in advance when assuring the quality (in this case the amount
of available memory). In most cases even the deadline of the job execution is
specified as a quality of service constraint. A job is known to require a certain
amount of time or an amount of CPU slices to finish. Depending on concurrently
running jobs in the system a specific resource manager is responsible for allocat-
ing the available CPU slices depending on the QoS specified time constraints.
Most interesting from an SDI point of view is that every time a new job nego-
tiates about available computation time or resources in general, an admission
control has to either accept or reject the job according to the QoS requirements.

QoS management is well known for multimedia systems especially when deal-
ing with time dependent media objects like audio and video streams. In such a

Final edited form was published in "Database and XML Technologies. First International XML Database Symposium. 
Berlin 2003", S. 195-207, ISBN 978-3-540-39429-7 

http://dx.doi.org/10.1007/978-3-540-39429-7_13

3 
 

Provided by Sächsische Landesbibliothek - Staats- und Universitätsbibliothek Dresden



case the compliance to QoS requirements may result in video playback with-
out dropping frames or in recording audio streams with an ensured sampling
frequency.

Depending on the type of SDI system, deadlines in execution time or in
data transmission are required from a user point of view. An example is the
NASDAQ requirement regarding the response time to Trade-or-Move messages
or (more generally) the message throughput in the stock exchange systems like
Philadelphia Stock Exchange which are measured in nearly one hundred thou-
sand messages (and therefore filtering processes) per second. To ensure quality
of service for each single SDI subscriber job and fairness between all subscribers,
SDI systems based on the best effort principle (i.e. process incoming messages
as fast as the can without any further optimization and scheduling) are not
sufficient for those critical applications. A solid basis should be systems with a
guaranteed quality of its services.

Figure 2 shows the components which have to be considered when discussing
quality of service in the context of XML-based SDI systems. The data part
consists of XML messages which stream into the system. They are filtered by a
XPath processor operating on top of a QoS capable operating system.

– processor: the algorithm of the filtering processor has to be evaluated with
regard to predictability. This implies that non-deterministic algorithms can
be considered only on a probability basis, while the runtime of deterministic
algorithms can be precomputed for a given set of parameters.

– data: the shape and size of an XML document is one critical factor to de-
termine the behavior of the algorithm. In our approach, we exploit metrics
(special statistics) of individual XML documents to estimate the required
capacity for the filtering process in order to meet the quality of service con-
straints.

– query: the second determining factor is the size and structure of the query to
filter (in the case of XPath) or to transform (in the case of XQuery/XSLT)
the incoming XML document. In our approach, we refer to the type and
number of different location steps of XPath expressions denoting valid and
individual subscriptions.

– QoS capable environment: the most critical point in building an SDI system
considering QoS parameters is the existence of an adequate environment.
As shown in section 6.1, we rely on a state-of-the-art real-time operating
system which provides native streaming support with QoS. Ordinary best
effort operating systems are usually not able to guarantee a certain amount
of CPU time and/or data transfer rate to meet the subscription requirement.

4 Using Statistics

As outlined above, the shape and size of an XML document as well as the length
and structure of the XPath expressions are the most critical factors estimating
the overall resource consumption regarding a specific filter algorithm. The factors
are described in the remainder of this section.
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Fig. 2. QoS determining factors in XML-based subscription systems

4.1 Complexity of XML Data

In [13] different parameters for describing the structure of XML documents and
schemes are outlined on a very abstract level. The so called metrics evolve from
certain scheme properties and are based on the graphical representation of the
XML scheme. The five identified metrics are:

– size: counted elements and attributes
– structure: number of recursions, IDREFs
– tree depth
– fan-in: number edges which leave a node
– fan-out: number of edges which point to a node

Obviously these metrics are related to the complexity of a document and
strongly influence the resources needed to query these data. Depending on the
requirements of the specific SDI system we may add some more parameters or
we may only record metrics on a higher level (like the documents DTD). How-
ever, the question is how to obtain these statistics. We propose three different
directions, outlined in the following:

– producer given statistics: We require the document statistics from the pro-
ducer of an XML document. The statistics are gathered during the produc-
tion process of the document and transferred to the filtering engine together
with informational payload. This method, however, requires cooperative pro-
ducers, fulfilling the requirements prescribed in a producer-filtering engine
document transmission protocol. Examples are parameters like the DTD of
a document (or of a collection of documents) and the document size (length)
itself.

– generating statistics: We apply the method of gathering statistics in central-
ized systems to the SDI environment. This approach however implies that
the stream of data will be broken because the incoming data has to be pre-
processed and therefore stored temporarily. As soon as the preprocessing has
completely finished, the actual filtering process may be initiated. Obviously,
this pipeline breaking behavior of the naive statistic gathering method does
not reflect a sound basis for efficiently operating SDI systems.
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– cumulative statistics: as an alternative to the producer given statistics we
start with default values. Then statistics of the first document are gathered
during the filtering step. These statistical values are merged with the default
values and used to estimate the overhead for the following document of the
same producer. In general, the statistics of the i-th document are merged
with the statistics of the documents 1 to i-1 and used to perform the capacity
planning of the i+1-th document of the same producer. This method can be
applied only in a ”static” producer environment.

The assumption of creating data statistics at the data source is relatively
strong but might improve the overall quality of the system tremendously. As
a result of the above discussion the, set of document statistics to be used for
QoS planning has to be chosen carefully in terms of resource consumption of the
filtering engine. Section 5 gives further explanations on this.

4.2 Complexity of XPath Evaluation

In the context of XPath evaluation, the structure and the number of the XPath
expressions are combined with the filter algorithm itself. It does not make sense
to consider these two perspectives (i.e. XPath and processor) independently from
each other because the requirements regarding the XPath expressions strongly
vary in terms of the underlying evaluation engine.

Due to extensive main memory requirements, the well-known DOM based
evaluation is not applicable for the purpose of SDI systems and will not be
considered in this paper. Therefore we focus on the family of stream based XML
filtering algorithms. One of the main ideas in this field is using an automaton
which is constructed with regard to the set of given XPath expressions reflecting
single subscriptions. Such an automaton has a number of different states which
may become active while the processor is scanning through the XML document.
The set of techniques may be classified according to the deterministic or non-
deterministic behavior of the automaton.

Whereas for an NFA (non-deterministic finite automaton) the required
amount of memory for representing the states determined by the number of
states per automaton and the number of XPath expressions is known in advance,
the processing time is indeterministic and difficult to estimate. In opposite to the
NFA, the DFA (deterministic finite automaton) has no indeterminism regarding
the state transitions but consumes more memory because of the amount of po-
tential existing automaton states. In real application scenarios with thousands of
registered XPath expressions it is not possible to construct all automaton states
in main memory. The solution provided in [3] is to construct a state when it is
needed the first time (data driven).

From the QoS point of view, XPath evaluation mechanisms with predictable
resource consumption are of interest. It is necessary to consider worst-case and
best-case scenarios as the basic resource limits. In the case of DFA worst case
assumptions will not be sufficient, because the worst case is constructing all
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states regardless of the XML document, so that more accurate approaches for
estimating memory and CPU usage are required.

We make use of the XML toolkit implementation as a representative of deter-
ministic automatons. For gathering the QoS parameters basically the memory
consumption and the CPU usage are considered. In the XMLTK a lazy DFA is
implemented. This means that a state is constructed on demand so that memory
requirements may be reduced.

[3] proposes different methods for gathering the resource requirements of
XML toolkit automaton. This is possible when making some restrictions regard-
ing the data to be processed and regarding the filtering expressions. For example
the XML documents have to follow a simple DTD1 and the XPath expressions
have to be linear and may only make use of a small set of location steps.

Fig. 3. CPU Usage with increasing number of XPath expressions

CPU Resource Utilization: Fortunately, one property of a lazy DFA is less over-
all memory consumption. The drawback are delays for state transitions in the
warm-up phase. The cumulative time of state transitions and state creations is
illustrated in figure 3. As long as not all states are constructed, the time needed
for one state transition consists of the state creation time and the transition
time itself. In terms of resource management the following approach may help:
The time required for a certain number of state transitions may be calculated
as follows:

t(x) ≤ x ∗ ts + tc−all

where x is the number of the steps initiating a state transition2, ts is the
time required for a state transition (assumed to be constant for one automaton,
independently of the number of registered XPath expressions) and tc−all is the
1 No cycles are allowed except to the own node.
2 Every open and close tag causes a state transition. Therefore it should be possible

to use statistics for estimating the number of state transitions regarding the XML
file size.
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time required for the creation of all states of the automaton (the time required
for creating one state depends on the number of registered XPath expressions,
so we use the cumulative value here).

The number of constructed states in the warm-up phase is obviously smaller
then the number of all states required by the document. Using the time required
to construct all states (tc−all) in the formula will give an upper bound of the
computation time. Assuming the warm-up phase to be shorter than the rest of
the operating time, t(x) is a reasonable parameter for resource planning.

Using the sketched approach of CPU utilization, the time for processing a
single document may be scheduled just before the document arrives at the DFA.
In section 5 an architecture for filtering subsequent XML documents is proposed.

Memory Consumption: Regarding to [3] there is an upper bound of the number
of constructed states for a lazy DFA. This value depends on the structure of the
registered XPath expressions as well as on the DTD of the XML documents. We
assume that the memory requirements for each state can be calculated, so this
upper bound may also be used for estimating an overall memory consumption
better then worst-case. Having the estimated number of states and the memory
used per state available, the required memory can be calculated. Hence for a
static set of registered filter expressions and for a set of documents following one
DTD the required memory is known and may be reserved in advance.

5 Architecture of a QoS-Capable SDI System

In SDI systems it is common that users subscribe to receive a certain kind of
information they are interested and a (static) set of data sources register their
services at the SDI system with a certain information profile.

This results in consecutive XML documents related to each other. These
relationships may be used to optimize the statistic runs. Consider an example like
stock exchange information received periodically from a registered data source
(from a stock exchange). The consecutive documents reflect update operations in
the sense that an update may exhibit the whole stock exchange document with
partially modified exchange rates or it only consists of the updated exchange
rates wrapped by an XML document. In summary, updates logically consist of:

– element content update
– update in document structure
– updated document with a new DTD or new XML scheme

All three kinds of update have to be accepted to preserve the flexibility of XML
as a data exchange format.

Figure 4 sketches the idea of a QoS-capable SDI system. Starting with one
data source disseminating a sequence of XML documents, some consecutive doc-
uments will follow the same DTD. The DTD is taken as a basis for the first set of
QoS-determining parameters (I). On the subscriber side many XPath expressions
are registered at the SDI system. The structure and length of these subscriptions
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forms the second parameter set (II). Finally the XML document characteristics
(in our case only the document length) is the third parameter (III). All parame-
ters are used by the scheduler which is able to determine low-level resources like
main memory and CPU consumption accordingly to the deployed filter mech-
anism. After negotiating with the operating systems resource manager, a new
document filter job may be admitted or rejected (admission control). In the for-
mer case the scheduler reserves the resources at the resource manager and - as a
consequence - the real-time operating system environment has to guarantee the
required memory as well as the CPU time. The filtering job may then start and
will successful finish after the predetermined amount of time.

Fig. 4. data and information flow in a QoS SDI system

Periods: As soon as one of the factors (I, II, III) changes, the filter process must
be re-scheduled. Due to the nature of an SDI system we assume the set of XPath
expressions to be fixed for a long time (continuous/standing queries). The data
will arrive at the SDI system depending on the frequency of dissemination of
the data sources, so the shortest period will be the processing time of one single
document followed by the period the DTD changes3.

Unfortunately it is hard to create only one schedule for a sequence of doc-
uments because the documents parameter (III, the documents length) seems
unpredictable in our case. As a result the sketched SDI system will initially per-
form an ad-hoc scheduling for each arriving XML document independently. A
periodic behavior of the filtering system may be realized on a macro level (e.g. in
cases of document updates while not changing the document structure and size)
or on a micro level (a certain amount of CPU time is reserved for performing
the different state transitions).
3 In a worst case every new XML document follows another DTD. Hopefully lots of

documents of the same data source will follow the same DTD.
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6 Implementational Perspectives

As already outline in section 3 the use of a real-time operating system (RTOS)
reflects a necessary precondition for the stated purpose of pushing QoS into SDI
systems.

6.1 Real-Time Operating System Basis

A common property of existing RTOSes is the ability to reserve and to assure
resources for user processes. Generally there are the two types of the soft and
hard real-time systems. In hard real-time systems the resources, once assured
to a process, have to be realized without any compromise. Examples are sys-
tems for controlling peripheral devices in critical application environments such
as in medicine. Real-time multimedia systems for example are classified as soft
real-time systems, because it is tolerable to drop a single frame during a video
playback or to jitter in sampling frequency while recording an audio clip. In
general, soft real-time systems only guarantee that a deadline is met with a cer-
tain probability (obviously as near as possible to 100 percent). Motivated by the
XML document statistics, we propose that a soft real-time system is sufficient
enough to provide a high standard quality-of-service in SDI systems. Probabil-
ity measures gained through the XML document statistics in combination with
finite-state automatons in order to process XPath filtering expressions can be
directly mapped onto the operating system level probability model.

6.2 DROPS Environment

For our prototypical implementation, we chose the Dresden Real-Time Oper-
ating System (DROPS, [11]) for our efforts spent in integrating OoS strategies
into an SDI system. DROPS is based on the L4-micro-kernel family and aims to
provide Quality-of-Service guarantees for any kind of application. The DROPS
Streaming Interface (DSI, [17]) supports a time-triggered communication for
producer-consumer-relationships of applications which can be leveraged for con-
necting data sources and data destinations to the filtering engine. The packet
size of the transfer units (XML chunks) are variable and may therefore depend
on the structure of the XML stream. Memory and CPU reservation is performed
by a QoS resource manager. Since the management of computing time is based
on the model of periodic processes, DROPS is an ideal platform for processing
streaming data. A single periodic process reflects either an entire XML docu-
ment at a macro level (as a unit of capacity planning) or single node of the XML
document and therefore a single transition in an XPath filtering automaton at a
micro level (as a unit of resource consumption, e.g. CPU usage, memory usage).
Moreover schedulable and real-time capable components like a file system or a
network connection exist to model data sources and destinations.

Figure 5 outlines the components performing the stream processing at the
operating level. The query processor is connected through the DROPS Stream-
ing Interface (DSI) to other components for implementing the data streaming
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constraint by quality of service parameters given at the start of the filtering
process at the macro level, i.e. for each XML document. The query engine is a
streaming XPath processor based on the XML toolkit ([3]).

Fig. 5. connecting the involved components via the DROPS Streaming Interface

6.3 Adaption of the XML Toolkit

Due to the nature of SDI systems, stream based XPath processing techniques
are more adequate for efficiently evaluating profiles against incoming XML docu-
ments because of the independence from document structure and document size.
In our work we exploit the XML toolkit as a base for quality of service consider-
ations. XMLTK implements XPath filtering on streaming data by constructing
a deterministic finite automaton based on the registered XPath expressions. The
prototypical implementation focuses on the core of XMLTK and ports the algo-
rithms to the DROPS runtime environment (figure 6). Additionally the current
implementation is extended to capture the following tasks:

– resource planning: Based on sample XML documents, the prototypical im-
plementation plays the role of a proof-of-concept system with regard to the
document statistics and the derivation of resource description at the oper-
ating system level.

– resource reservation: Based on the resource planning, the system performs
resource reservation and is therefore able to decide whether to accept or
reject a subscription with a specific quality-of-service requirement.

– filtering process scheduling: After the notification of an incoming XML doc-
ument, the system provides the scheduling of the filtering process with the
adequate parameters (especially memory and CPU reservation at the oper-
ating system level)

– monitoring filtering process: after scheduling according to the parameters,
the system starts the filtering process, monitors the correct execution, and
performs finalizing tasks like returning the allocated resources, etc.
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Fig. 6. XMLTK and the DROPS Environment

7 Summary and Conclusion

This paper introduces the concept of quality-of-service in the area of XML-based
SDI systems. Currently discussed approaches in the SDI context focus on the
efficiency of the filtering process but do not discuss detailed quality-of-service
parameters. In this paper, we outline the motivation of Quality-of-Service in this
application context, intensively discuss the two critical factors, XML document
and XPath queries, to accurately estimate the resource consumption for a single
XML document, and outline the requirements of the underlying real-time op-
erating system. The current implementation is based on the DROPS operating
system and extends the core components of the XML toolkit to parameterize
the operating system. Although this paper sketches many points in the context
of quality-of-service in XML-based subscription systems, we are fully aware that
many issues are still open and therefore represent the subject of further research.
However, filtering engines working on a best effort basis are definitely not the real
answer to the challenge of a scalable and high-performing subscription system.
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10. Hamann, C.-J.; Märcz, A.; Meyer-Wegener, K.: Buffer Optimization in Realtime
Media Servers using Jitter-contrained Periodic Streams, technical report, TU-
Dresden, January 2001
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