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Abstract. A broadcast exclusion protocol allows a broadcaster to trans-
mit a encrypted message to a set of n users over a broadcast channel so
that all but some specified small group of k excluded users can decrypt
the message, even if these excluded users collude with each other in an
arbitrary manner. Recently, Matsuzaki et al. pointed out a potential
problem in the earlier works regarding the number of modular exponen-
tiation, and proposed an extended scheme in which decryption requires
only two modular exponentiations regardless of n and k. However, our
analysis shows this scheme has a limitation of the number of rounds.
The contribution of this paper is to present a new broadcast exclusion
protocol maintaining security within a virtually unlimited number of
rounds without spoiling the efficiency. First, we demonstrate a limita-
tion of the rounds of the previous work by showing how a user can
derive the system secret parameters after more than a certain number
of rounds. Then, we present a new protocol for which we can provide
rigorous security proof under the Computational Diffie-Hellman (CDH)
assumption.
We note that even if we point out some limitation of the previous work,
we still consider it nevertheless significant. In particular, we derived our
new protocol by modifying some of their fundamental techniques.

Keywords: broadcast encryption, broadcast exclusion problem, pre-
processing

1 Introduction

1.1 Background

Consider a situation where a large amount of data is distributed to all authorized
users over a broadcast channel. Typically, a broadcaster provides each authorized
user with a private decryption key, then the data is broadcasted in an encrypted
form. Finally, the authorized users are able to decrypt the data and obtain the
service they intended to get. This scenario can come up in the context of Cable,
pay-TV, Internet multicasts, satellite, and group telecommunications.

In the above situation, it is required for the broadcaster to share a key (which
is called the broadcast key in this paper) with all the non-excluded users quickly
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and securely. A broadcast encryption, introduced by Fiat and Naor [1], allows
a broadcaster to distribute the broadcast key simultaneously and securely over
a broadcast channel to selected subsets of users. A number of derivative works
have been done mainly toward minimizing the communication overhead and the
storage requirements for each user.

The problem of transmitting a message only to some small specified subset of
the users has been considered in [1]. On the other hand, the broadcast exclusion
problem, which is a kind of broadcast encryption, is the problem of transmitting
a message over a broadcast channel shared by a number n of users so that all
but some specified small coalition of k excluded users can decrypt the message,
even if these excluded users collude with each other in an arbitrary manner. This
paper addresses the broadcast exclusion protocol, in which a broadcast key is
transmitted to each user in an encrypted form (we call this ciphertext “header”)
over a broadcast channel so that all but some specified subset of users can get
the broadcast key1.

If the private key of a user is exposed, for example, the user must be ex-
cluded as quickly as possible in order to prevent an eavesdropper from accessing
the broadcasted secret information. The broadcast exclusion protocol allows the
broadcaster to exclude the user from the recipients. Trivially, the broadcast ex-
clusion protocol can be realized by a broadcaster sending a new broadcast key
to each user except for the excluded one. This is optimal regarding the user’s
storage size, while the communication overhead is O(n), and thus it takes a long
time to send the broadcast key if n is large.

Several results on the broadcast exclusion problem have been proposed so
for. Kumar, Rajagopalan and Sahai [4] proposed a broadcast exclusion protocol
based on an error correcting code without any computational assumption. In
their scheme, the communication overhead is O(k2) regardless of n, while the
size of the private keys stored by each user is O(k log n), still depending on n.

Another method proposed by Anzai, Matsuzaki and Matsumoto [5] employs
threshold cryptosystems [6] in order to avoid any dependence on n for the size
of the private keys. A similar result was discovered independently by Naor and
Pinkas [7] (In addition, their work includes the tracing and self enforcement
extensions). The underlying idea of their schemes is as follows. A broadcaster
divides a secret s into n+k shares with a technique for a (k+1, n+k)-threshold
scheme, and distributes a shares to each of the n users in a secure way. When the
broadcaster excludes d users, k shares including d shares of the excluded users are
broadcasted to all of the users. A non-excluded user can recover the broadcast
key using k+1 shares, i.e., his share and k broadcasted shares, while the excluded
users cannot do so, since the broadcasted shares contain his own share, and thus
he can only obtain k shares. In their schemes, the communication overhead is
O(k) regardless of n, and the size of the private key that each user stores is O(1).
Their schemes also work in a public-key setting in the sense that there is no
requirement for a fixed-privileged broadcaster. Moreover, the schemes are used

1 Our protocol assumes the user is stateful in the sense that the users update their
state from round to round. The stateless cases have been studied in [2], [3] etc.
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multiple rounds, i.e., a single initialization enables multiple rounds of execution
of broadcast exclusion among a set of users. Their schemes, however, require
each user to compute the broadcast key with O(k) modular exponentiations. The
parameter k should be enough large to withstand the collusion, while setting a
large value for k results in computing a large number of modular exponentiations,
which takes a long time especially when the user’s computing device has low
computational power, such as a pervasive device.

The recent result in [8] (by the same authors as [5]) proposed an innovative
technique to extend the scheme of [5] in such a way that each user computes the
broadcast key with just two modular exponentiations, regardless of n and k. The
transmission overhead is O(k) and the size of the private key each user stores
is O(1), thus there are no changes in those orders from [5]. As an additional
assumption, this scheme requires a fixed-privileged broadcaster which knows all
the secret parameters and determines the excluded users. This is considered to
be reasonable in some actual applications.

However, our analysis shows this scheme [8] has a limitation of the number of
rounds. Actually, a user who observes the communications from the broadcaster
for more than a certain number of rounds can calculate the secret parameters
and defeat the subsequent exclusion. It is desirable to avoid such limitation of
the number of rounds without spoiling the efficiency of computing the broadcast
key.

1.2 Our Contribution

Computing modular exponentiation comprises the major portion of the com-
putation for updating the broadcast key. For example, modular exponentiation
requires t squarings and t/2 multiplications by using the general square-and-
multiply algorithm, where the exponent can be expressed by t bits. Thus, reduc-
ing the number of modular exponentiations makes a substantial contribution to
lowering the workload of broadcast key computations, which allows for the quick
initiation of a new round.

It is required in [5] to compute the product of k+1 exponentials with distinct
bases and distinct exponents. The authors of [7] mentioned that in this situa-
tion, a simultaneous multiple exponentiations algorithm can be used to reduce
the computation overhead, where it takes k squarings and (2k+1 − 2) + t − 1
multiplications with O(2k) pre-computed values. However, this is effective only
for small k. If k is large, e.g., k = 1000, the pre-computed values and run-time
multiplications cannot be processed in a practical timeframe.

The computational overhead to derive the broadcast key is divided into two
parts, the pre-processing and the real-time processing, which means a part of
the computation before and after receiving the header, respectively.. The pre-
processing can be performed during the previous round, while the real-time
processing should be done within a short period of time just after receiving
the header. Thus, the real-time processing would be the most significant part for
rapid initiation of the new round. Meanwhile, we assume that it is not significant
if pre-processing takes a long time to compute. This is reasonable for many
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Fig. 1. Rapid decryption of new broadcast key using pre-processing

applications unless changes of the rounds happen frequently. As shown in Figure
1, we use the fact that shifting a part of the computation from the real-time
processing into the pre-processing makes a significant improvement to accelerate
the initiation of the rounds even if the overall computational overhead remains
unchanged.

Our contribution provides a new efficient broadcast exclusion protocol main-
taining the security for a virtually unlimited number of rounds while restraining
the number of modular exponentiations in the real-time processing O(1). First,
we demonstrate a limitation of the rounds in [8] by showing how a user who ob-
serves the communications from the broadcaster for more than a certain number
of rounds can derive the system secret parameters, which implies a total break
of the scheme. Then, we present a new efficient broadcast exclusion protocol
for which we provide a rigorous security proof by exploiting a strategy similar
to that presented in [9][10]. Therefore, our protocol is proven secure against the
collusion among up to k excluded users under the Computational Diffie-Hellman
(CDH) assumption.

Table 1 shows a comparison of [5], [8], and ours. Apparently, [5] requires
O(k) modular exponentiations during the real-time processing for computing
the new broadcast key, and there exists no trivial way to shift the computation
to the pre-processing. The approach of [8] and our proposal require only two
modular exponentiations during the real-time processing, but only ours has no
limitation on the rounds. Thus, as far as we know, this result is the first one which
satisfies the above properties. Another difference between [5] and our protocol
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Table 1. Comparison

Description [5] [8] proposal
num. of exp. (real-time processing) O(k) O(1) O(1)

num. of exp. (pre-processing) 0 0 O(k)
size of header O(k) O(k) O(k)

size of private key O(1) O(1) O(1)
message distributor arbitrary B only B only

num. of rounds unlimited limited unlimited

is to require a fixed-privileged broadcaster. As with [8], this is considered to be
reasonable in many applications.

We note that even if we point out some limitations of [8], we consider their
work nevertheless significant. In particular, they found a potential problem in
the earlier work and introduced important steps to reduce the amount of com-
putation. We use some of their fundamental techniques as basic building blocks.

1.3 Organization

Our paper is structured as follows: In Section 2, we describe the model of our
broadcast exclusion protocol and the definitions used in this paper. Section 3
shows some limitations on the multi-round security of the preceding works. We
present our new protocol in Section 4, and show the security proof of the protocol
in Section 5. Finally, we shall conclude in Section 6 with a summary of our results
and issues that still remain to be solved.

2 Preliminaries

2.1 Definitions

We define the following notations used throughout the paper. Suppose a broad-
caster, denoted as B, wants to set up a broadcast communication channel only
to a set of non-excluded users so that the set of excluded users chosen by B
cannot get any information from the channel within a certain period of time,
which is referred to as a round. B wants to be able to flexibly choose such a set
of excluded users for every round. Let Φ = {1, . . . , n} be the set of all users in
the whole system, and n = |Φ| be the number of users.

At the time of system setup, B determines the system parameters and dis-
tributes a private key keyv to each user v in Φ. For the l-th round, the users
in Φ are classified into a set of excluded users and a set of authorized (or non-
excluded) users, denoted as Λl and Ωl, respectively. We say a user v is authorized
in the l-th round if v can compute a key Ul shared among B and Φ (which is
called the broadcast key in this paper) from the header Hl using its private key
keyv. We also say a user v′ is excluded in the l-th round if v′ cannot compute Ul
from Hl. For simplicity, Ω0 = Φ and Λ0 = {∅}. The model of broadcast exclusion
protocol we focus on in this paper is described as follows.
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1. First, B sends to a user v (∈ Φ) the initial broadcast key U0 and v’s private
key keyv over a secure private channel. B’s public key is broadcasted to Φ.

2. The following procedures are iterated for l ≥ 1 (we call the l-th iteration the
“l-th round”.)
(a) B determines Λl. (i.e., Ωl = Φ \ Λl).
(b) B computes the header, denoted as Hl, and broadcasts it to Φ.
(c) v ∈ Ωl can compute Ul with Hl and keyv, while v′ �∈ Ωl cannot do so.
(d) Ul is used for B to securely send any message to Ωl over a broadcast

channel.

Remarks: The rule of exclusion is different between [8] and our protocol. In the
scheme in [8], the user that is excluded once can never perform subsequent de-
cryption of updated broadcast keys due to security reason, i.e., Λl ⊃ Λl−1. This
means users excluded once have their permission permanently revoked unless
their private keys are retransmitted2. On the other hand, our protocol allows a
set of excluded users to be chosen independently for every round, i.e., the ex-
cluded user can continue to decrypt headers for the subsequent rounds without
resending the new private key to him. This property will be nice when a sub-
scriber does not pay a fee for a daily charged service, and thus the service must
be stopped until the fee is paid. If he paid the fee, he can continue the decryption
without any private communication with the broadcaster.

In another cases, however, it might be desirable that an excluded user stays
excluded and can restart decryption only if the broadcaster resends him another
set of keys. Our protocol can be modified in such a way that the excluded user
cannot decrypt the headers for the further rounds only by encrypting the header
information with the previous round broadcast key. In practice, the broadcast key
might be distributed in the above two ways simultaneously to handle fine-grained
control of the exclusion. For example, the former will be used for temporary
exclusion at short interval, e.g., once a day, while the latter will be used for
permanent exclusion at longer interval, e.g., once a week.

The parameters used in this paper are defined here. Let p be a prime power,
q be a prime such that q|p− 1, and g be a q-th root of unity over GF (p) and 〈g〉
be a subgroup in GF (p) generated by g. All the participants agree on p, q, g and
〈g〉. All arithmetic operations in this article are done in GF (p) hereafter unless
otherwise noted.

We assume that no polynomial-time algorithm solves logg h in Zq only with
negligible probability in the size of q when h is selected uniformly from 〈g〉. We
also make stronger assumptions: the intractability of the Computational Diffie-
Hellman problem (CDH) in 〈g〉. We say that CDH in the group 〈g〉 is intractable
if no probabilistic polynomial-time algorithm can find guv ∈ 〈g〉 from gu and gv.

Let EK(m) be a ciphertext given by symmetric key encryption of m with
the key K. The discussion in this paper assumes that the underlying symmetric
encryption E() is sufficiently secure. Let k be the maximum number of excluded
2 To support this feature, the header Hl is an encrypted message with the previous

broadcast key Ul−1. See Section 3.
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users for a single round. In our model of broadcast exclusion, we assumes k � n,
e.g., k=1,000 and n=1,000,000.

2.2 Requirements

This paper presents a solution to meet the following requirements for the security
and the efficiency constraints.

1. The user v ∈ Ωl which is authorized in the l-th round can compute the
broadcast key Ul (within a deterministic polynomial time in the size of 〈g〉).

2. An adversary who controls at most k users excluded in the l-th round cannot
compute the broadcast key Ul (within a probabilistic polynomial time in the
size of 〈g〉).W

3. The length of the header Hl and the size of the private key keyv do not
depend on the number of users n.

4. The number of modular exponentiations in the real-time processing does not
depend on either n or k, where “real-time processing” means the part of the
computation which must be performed in order to derive Ul after receiving
Hl.

5. The protocol does not have any limitation of the number of rounds.

In Requirement 2, we regard the adversary as an algorithm that can access
all the information that can be accessed by up to k excluded users before the
attack. More precisely, the adversary AR who controls k excluded users in ΛR
can access the initial broadcast key U0, the private keys of the k excluded users,
the header H1, . . . , HR, and the public information, where we say the protocol
meets Requirement 2 if AR cannot compute UR within a probabilistic polynomial
time in the size of 〈g〉. A more rigorous definition appears in Section 5.

2.3 Related Works

We briefly overview earlier work that focuses on the issues described above.
The schemes in [4] and [2] presented solutions to Requirements 1 and 2 without
making any computational assumptions, while the length of the header and the
size of the private keys depend on the number n, and therefore Requirement 3
still remains to be solved. The schemes in [5] and [8] meet Requirement 3, since
the length of the header is O(k) and the size of the private key is O(1). The
scheme in [5] requires O(k) modular exponentiations for each user to compute
the updated broadcast key, while the scheme in [8] requires only two modular
exponentiations, which implies [8] also meets Requirement 4.

However our analysis described in the following section shows that [8] has a
limitation of the number of rounds. More precisely, more than a certain number of
updates of the broadcast key results in a total break of the system. An objective
of this paper is to modify the protocol of [8] to make it a multi-round secure
one without spoiling the important feature of eliminating the O(k) modular
exponentiations. Our protocol is closely based on their original work in [5] and
[8]. Our protocol actually uses some of the techniques suggested there, resulting
in a protocol which can be proven secure under the CDH-assumption.
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3 Multi-round Security of the Light-Weight Broadcast
Exclusion Protocol

Before the detailed discussion of the security in [8], we present an outline of that
protocol below.

1. (Setup) B determines the maximum number of excluded users, denoted as
k, and randomly chooses two univariate polynomials of degree k over Zq,
denoted as F (x) =

∑k
j=0 ajx

j , G(x) =
∑k
j=0 bjx

j , where F (0) = S and
G(0) = T (mod q) are secret values only B knows. Then, B chooses the
initial broadcast key U0 from 〈g〉 at random, and sends a pair consisting of
U0 and the private key keyi = (si, fi) = (F (i), gG(i)/F (i)) to each user i in Φ
over a secure private channel.

2. (Encryption of the broadcast key) Transmitting the l-th round broadcast key
Ul is done as follows. First, B randomly chooses rl from Zq, and computes
Xl = grl . Then it determines a set ∆l of d users to be excluded from Ωl.
In the scheme in [8], any user that is excluded once can never perform sub-
sequent decryption of updated broadcast keys. Thus, excluding users once
means their permissions are permanently revoked unless their private keys
are retransmitted (formally, Λl = Λl−1 ∪∆l and Ωl = Ωl−1 \∆l). B selects
a set Θl of k − d integers from Zq \ (Ωl ∪ (

⋃l−1
j=1Θj)), and then computes

Mlj (j ∈ ∆l ∪Θl) as

Mlj = rlF (j) +G(j) mod q .

Finally, B computes the header Hl as

Hl = EUl−1(Bl) = EUl−1(Xl‖{(j,Mlj) | j ∈ ∆l ∪Θl})

and broadcasts it to every user, where Ul−1 is the (l−1)-th broadcast key, and
B can compute a new broadcast key Ul shared among all of the authorized
users in the l-th round as Ul = grlS+T .

3. (Decryption of the broadcast key) The user v ∈ Ωl authorized in the l-th
round has already obtained Ul−1 before the (l−1)-th round because if v ∈ Ωl,
then v ∈ Ωl−1. Then v computes Bl by decrypting the received ciphertext
EUl−1(Bl) with Ul−1, and obtains the new broadcast key Ul as

Ul = (Xlfv)Wl1gWl2

where Wl1 and Wl2 are represented by

Wl1 = svL(v) mod q

Wl2 =
∑

j∈∆l∪Θl

(MljL(j)) mod q

where L(j) is a Lagrange interpolation coefficient which can be derived from

L(j) =
∏

t∈∆l∪Θl∪{v}\{j}
t/(t− j) mod q .
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In the above schemes, the number of modular exponentiations required to com-
pute Ul is only two regardless of n and k. The scheme, however, has a limitation
of the number of rounds. Consider any non-excluded user in the R-th round,
denoted as v ∈ ΩR, who obtains (j,Mlj) (j ∈ ∆l ∪ Θl) in the l-th round for
l = 1, . . . , R, where the following equations are satisfied.

Mlj = rl

k∑

t=0

atj
t +

k∑

t=0

btj
t mod q

(l = 1, . . . , R, j ∈ ∆l ∪Θl, |∆l ∪Θl| = k)

The value of j is known, while the values of a0, . . . , ak, b1, . . . , bk, and rl are
unknown. Thus, these equations gives a system of kR equations w.r.t. 2k+2+R
variables, a0, . . . , ak, b0, . . . , bk, r1, . . . , rR. According to this reduction, if there
is an algorithm to solve the system of equations, v can compute all of those
2k + 2 +R variables even if the discrete logarithm problem is hard to compute.
We remark that S(= a0) and T (= b0) are the secret information of B, so the
exposure of these secrets implies a total break of the system.

There is a chance to solve systems of equations if the number of equations
exceeds the number of variables. This happens if kR ≥ 2k+2+R, i.e., R ≥ 3 for
any k (≥ 5). However, in general, solving large systems of quadratic multivariate
polynomial equations is NP-hard over any field. When the number of equations
γm is the same as the number of unknowns γn, the best known algorithms
are exhaustive search for small fields, and a Gröbner base algorithm for large
fields[11][12]. Gröbner base algorithms have large exponential complexity and
cannot solve large systems in practice.

The number of equations becomes larger than the number of equations after
a certain number of rounds. Recently, efficient algorithms for solving overdefined
systems of multivariate polynomial equations have been proposed in [13]. The
asymptotic complexity of their algorithm is expected to be polynomial with an
exponent of O(1/

√
ε) if the number of equations γm and the number of variables

γn are related by γm ≥ εγn
2 for any constant 0 < ε ≤ 1/2 and the maximum

degree D approximates 
1/√ε�.
As the rounds proceed, the number of equations and the number of variables

are increased simultaneously, whereas it is easy to see that solving the above
system of kR equations of k degree with 2k + 2 + R variables can be reduced
into solving a system of (k − 1)R quadratic equations with 2k + 2 variables
(fixed regardless of R), as follows: First, the equations in the l-th round can be
represented by








Ml1
Ml2

...
Mlk








=








rla0 + b0
rla0 + b0

...
rla0 + b0








+B








rla1 + b1
rla2 + b2

...
rlak + bk








,
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where B is a k × k matrix.

B =








jl1 jl1
2 · · · jl1k

jl2 jl2
2 · · · jl2k

...
...

...
jlk jlk

2 · · · jlkk








B is nonsingular because it is a Vandermonde matrix. Therefore,







rla1 + b1
rla2 + b2

...
rlak + bk








= B−1








Ml1 − rla0 − b0
Ml2 − rla0 − b0

...
Mlk − rla0 − b0








,

Each line consists of a linear equation with respect to r, and thus k equations
can be reduced to k − 1 equations that have only 2k + 2 variables, a0, . . . , ak
and b0, . . . , bk. As a result, the kR equations with 2k + 2 + R variables can be
reduced to (k − 1)R equations with 2k + 2 variables. The solving algorithm in
[13] works efficiently if

(k − 1)R ≥ ε(2k + 2)2 ⇔ R ≥ ε(2k + 2)2

k − 1
≈ 4εk

for any constant 0 < ε ≤ 1/2. This implies that the scheme in [8] has a limitation
regarding the number of rounds.

4 Protocol

The goal of this paper is to provide the two desirable properties: (1) rapid com-
putation of broadcast keys, and (2) no limitation of the number of rounds. The
main idea is to reduce the number of exponentiations in the real-time processing
by employing a technique for pre-processing. The underlying mechanism is based
on the schemes in [5] and [8]. Our protocol is described as follows:

Setup. B determines the maximum number of excluded users, denoted as k, and
randomly chooses two univariate polynomials of degree k over Zq, denoted
as F (x) = S +

∑k
j=1 ajx

j , G1(x) = T1 +
∑k
j=1 b1jx

j , where F (0) = S and
G(0) = T1 (mod q) are secret values only B knows. Then B chooses the
initial broadcast key U0 from 〈g〉 at random, and sends a pair consisting
of U0 and the private key of the first round, denoted as keyi = (si, f1i) =
(F (i), gG1(i)/F (i)), to each user i in Φ over a secure private channel.

Encryption of the broadcast key for the l-th round. Transmitting the l-
th round broadcast key Ul is done as follows. First, B randomly chooses rl
from Zq, and computes Xl = grl . Then it determines a set Λl of d users to be
excluded. In our protocol, a set of excluded users are independently chosen
for each round, which is a different feature from the protocol in [8]. Thus,
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excluding users in a round means they are revoked only until the broadcast
key is refreshed, i.e., Λl ⊂ Φ and Ωl = Φ \ Λl. B selects a set Θl of k − d
integers from ZqΦ, and then computes Mlj (j ∈ Λl ∪Θl) as

Mlj = rlF (j) +Gl(j) mod q ,

and constructs Bl, the information for a user in Ωl to compute Ul, as

Bl = 〈Xl ‖ {(j,Mlj)|j ∈ Λl ∪Θl}〉 ,
where B can compute Ul by Ul = grlS+Tl . Then, B produces the information
Cl for pre-processing a part of the computation of the next round broadcast
key Ul+1. B chooses bl+1,j (j = 0, . . . , k) from Zq at random, and computes
(ulj = gbl+1,j , where Cl can be represented by

Cl = (ul0‖ . . . ‖ulk) .

Finally, B computes the header Hl, which can be derived from

Hl = (Bl‖Cl) ,

and broadcasts it to every user.
Decryption of the broadcast key for the l-th round. The user v receives

Hl, which contains Bl and Cl, and checks if v is authorized in this round. If
so, v can compute Ul using

U = (Xlflv)Wl1gWl2

Wl1 = svL(v) mod q

Wl2 =
∑

j∈Λ∪Θ
MljL(j) mod q ,

where
L(j) =

∏

t∈Λ∪Θ∪{v}\{j}
t/(t− j) mod q .

Pre-processing for computing Ul. Before receiving Hl+1, each user v per-
forms pre-processing with

fl+1,v :=




k∏

j=0

ulj
vj





1/sv

For computing Hl+1, B updates Tl+1 and Gl+1(x) as

Tl+1 := bl+1,0 mod q

Gl+1(x) :=
k∑

j=0

bl+1,jx
j mod q.



96 Yuji Watanabe and Masayuki Numao

5 Security

Suppose an adversary AR who controls k users excluded in the R-th round,
denoted as ΛR, tries to find the R-th broadcast key UR. As mentioned in Re-
quirement 2, AR can be formulated as a probabilistic algorithm M1 which given
all the information observed by ΛR outputs Ul.

Definition 1 (Adversary). M1 is a probabilistic polynomial time algorithm in
the size of 〈g〉, which takes the following values and outputs UR with a negligible
probability.

– public information : g.p, q, k
– private keys of k excluded users in ΛR : {(sj , f1j) | j ∈ ΛR}
– the initial broadcast key : U0

– the header : H1, . . . , HR

Theorem 1. M1 is as hard as CDH in the group 〈g〉.
Proof. (Sketch)
Let M2 be the probabilistic polynomial time algorithm to solve CDH.
(M2 → M1) It is clear that the existence of M2 implies the existence of M1.
(M1 → M2) Suppose there exists M1. We show M2 by using M1 as a sub-
routine. Let the input to M2 be (α, β). The goal is to compute γ = βlogg α by
using M1 as a subroutine. Intuitively, the input to M1 is constructed by us-
ing the following strategy. In the setup phase, M2 determines F (x) such that
F (0) = S = logg α, and then computes all the values given to M1 with TR and
XR such that TR is chosen at random from Zq and rR = logg β. After the setup,
M2 invokes M1 and obtains its output UR = grRS+TR . Finally, M2 computes
grRS = UR/g

TR , which implies M2 can derive γ = βlogg α. The procedure using
M2 proceeds as follows. Let a set of k integers in Λl ∩Θl be Γl = {ψl1, . . . , ψlk}.

1. R set of k users Γ1, . . . , ΓR are uniformly chosen from Φ, where ΛR = ΓR.
2. The following parameters are uniformly chosen from Zq.

– sj (j ∈ ΛR)
– rl (l = 1, . . . , R− 1)
– Tl (l = 1, . . . , R)
– Mlj (l = 1, . . . , R, j ∈ Γl)
– bR+1,t (t = 0, . . . , k)

3. U0 is uniformly chosen from 〈g〉.
4. S and rR are defined as S = logg α and rR = logg β (but these values are

not explicitly known).
5. Let us consider a polynomial F (x) of k degree such that F (0) = S, F (j) =
sj(j ∈ ΛR). Such a polynomial F (x) is uniquely determined by

F (x) = Sλ0(x) +
∑

j∈ΛR

sjλj(x) mod q



Multi-round Secure Light-Weight Broadcast Exclusion Protocol 97

where λj(x) is a function derived by Lagrange interpolation, and defined as

λj(x) =
∏

j′∈ΛR, j′ �=j

x− j′

j′ − j
mod q.

From the above observation, it is easy to see that gF (x) and gGl(x) can be
computed using

gF (x) = αλ0(x) ×
∏

j∈ΛR

gsjλj(x)

gGl(ψlj) =






gMlj/(gF (ψlj))rl (l = 1, . . . , R− 1, j ∈ Γl)

gMlj/(gF (ψlj))rR = gMlj/βsj (l = R, j ∈ ΛR)

6. From the definition,

Bl










bl0
bl1
bl2
...
blk










=










Tl
Gl(ψl1)
Gl(ψl2)

...
Gl(ψlk)










,

for l = 1, . . . , R, where Bl is a (k + 1) × (k + 1) matrix defined by

Bl =










1 0 0 · · · 0
1 ψl1 ψl12 · · · ψl1k
1 ψl2 ψl22 · · · ψl2k
...

...
...

...
1 ψlk ψlk2 · · · ψlkk










Bl is nonsingular because it is a Vander monde matrix, so its inverse matrix
Bl

−1 = {µij}0≤i,j≤k can be defined. Thus, blj = µljTl +
∑k
j′=1 µjj′Gl(ψlj′)

(j = 0, . . . , k). From this observation, ul−1,j(j = 0, . . . , k, l = 1, . . . , R) is
derived from

ul−1,j = gblj = gµljTl ×
k∏

j′=1

(gGl(ψlj′ ))
µjj′

for j = 0, . . . , k, l = 1, . . . , R. Note that gG(x) can be computed for x ∈
Γl, l = 1, . . . , R as mentioned before.

7. f1j can be computed for j ∈ ΛR using

f1j = gG
(1)(j)/F (j) =




k∏

j′=0

(gb1j′ )j
j′





1/F (j)

=




k∏

j′=0

u0j′ j
j′





1/sj
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8. Xl = grl (l = 1, . . . , R) and uRj = gbR+1,j (j = 0, . . . , k)
9. After the above setup, Hl (l = 1, . . . , R) can be represented as

Bl = 〈Xl ‖ {(j,Mlj)|j ∈ Γl}〉

Cl = (ul0‖ . . . ‖ulk)

Hl = (Bl ‖ Cl)
10. M2 calls M1 with the inputs: (g, p, q, k, U0, {(sj , f1j)|j ∈ ΛR}, H1, . . . , HR).

If M1 outputs UR, M2 can compute γ by γ = UR/g
TR . Thus, we can

conclude M1 implies M2.

Forward Secrecy. Our protocol provides forward secrecy in a sense that an
adversary AR cannot compute UR even if AR can access any broadcasted in-
formation given in the future (which implies AR might access future broadcast
keys). Therefore, haing a key only gives information about the current round,
and that there is not link between past, present and future. To prove this, we
can slightly extend the above definition of M1 to M∗

1 .

Definition 2. M∗
1 is a probabilistic polynomial time algorithm in the size of 〈g〉,

which takes M1’s inputs and the future headers HR+1, . . . , HR′ for any R′ > R,
and outputs UR with a negligible probability.

Theorem 2. M∗
1 is as hard as CDH in the group 〈g〉.

Proof. (Sketch)
The almost same proof as that to Theorem 1 can be applied. The only differnece
is M∗

1’s additional input which can be computed at step 8 and 9 by choosing
rl,Mlj (j ∈ Γl), bl+1j (j = 0, . . . , k) uniformly from Zq for l = R+ 1, . . . , R′.

6 Conclusion

This paper presented a provably secure solution to overcome a limitation of the
prior broadcast exclusion protocol by resharing a blinding polynomial in a per-
round pre-processing step. Our method improves the performance of updating
rounds because major part of computation can be performed within the pre-
processing period.

As mentioned in Section 1, we assume that the pre-processing can be com-
pleted before starting to decrypt the header for the next round. In some applica-
tions such as PPV, however, broadcast keys have to be changed frequently. Our
protocol might not handle the frequent round update because it requires O(k)
pre-processing for each round. Reducing the pre-processing will be an issue to
be solved.
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