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Abstract. Cephalometric evaluation of lateral x-rays of the skull, used mainly
by orthodontists, is usually carried-out manually to locate certain craniofacial
landmarks. This process is time consuming, which is both tedious and subject to
human error. In this paper we propose a novel algorithm based on the use of the
Multi-layer Perceptron (MLP) to locate landmarks on the digitized x-ray of the
skull. The main feature of this proposed algorithm is that its performance is in-
dependent of the quality of radiographs. Preprocessing techniques are used to
enhance the quality of the image and to extract the outer edges of the skull.
Four points are selected to form the basis for additional features representing
the size, rotation and offset of the skull. The extracted features are then used as
inputs to the MLP. The corresponding outputs represent the horizontal and ver-
tical coordinates of the selected landmark. MLP’s are efficient function ap-
proximators and in this work are trained to locate landmarks by using a number
of manually labeled data as a training set. After training, the MLP is used to lo-
cate landmarks on target digitized images of radiographs. The MLP is trained
using 55 manually labeled images and tested on a separate set consisting of 134
images, which are not used for training. Results obtained show an improvement
over template-matching and line-following techniques. This is apparently evi-
dent when the search encounters a lost tooth, cavity filling or when the image is
of a low quality.

Keywords: Cephalometry, MLP, Craniofacial, Landmarks, Template-mat-
ching.

1 Introduction

Cephalometry is defined as the scientific measurement of the head usually on radio-
graphic x-ray of a skull. This measurement is performed by orthodontists based on
location of a set of agreed-upon points known as craniofacial landmarks. There are
20-30 landmarks visible on the x-ray of a human skull, which are used by orthodon-
tists in what is known as cephalometric evaluations. Location and definition of the
most commonly used landmarks as defined in [1] are shown in Fig.1. Once the land-
marks are located several linear and angular measurements are performed to assess
the treatment, evaluate treated cases, plan the treatment or compare the measurements
with norms of populations.
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Fig. 1. The most commonly used landmarks for cephalometric evaluation as depicted on the
cephalometric tracing.

Currently orthodontists locate landmarks manually by following two steps: first the
orthodontist traces the x-ray then locate landmarks on line intersections or geometri-
cal line shapes. This process requires an experienced orthodontist to spend 15-20
minutes in assessing each patient. This is a time consuming, tedious process which is
subject to human error.

A computerized system that will carry out this tedious task is obviously needed and
can be useful not only for cephalometric evaluation but also for keeping and organiz-
ing dental records. Automatic location of landmarks is a difficult task due to large
variability in the morphology of the human head and the variation of the head position
in radiographs. No two x-rays are the identical even if they are taken one after the
other for the same patient. A small shift in the distance of the head from the cephalo-
stat will result in a large change in the scale of the head while shifts in the position of
the head will result in shift of the landmarks position. In this paper we present a new
algorithm for the automatic location of craniofacial landmarks on digitized radio-
graphs of the skull. The proposed algorithm is based on the use of a MLP as function
approximators. The weights of the MLP are adjusted based on the location of the
landmarks. The inputs to the MLP are features extracted from several radiographs.
The features represent the size; rotation and shift of the skull while the outputs are the
approximate location of the target landmark. The MLP is trained using manually lo-
cated data. Locations of landmarks on target images (images that were not used in
training) are determined by the MLP with variable weights which are set depending
on the landmark to be located. The advantage of this approach it can deal with images
having irregularities such as a missing tooth or a cavity filling.

Automated cephalometry has been subject to research for many years and has been
attempted by several independent researchers with varying degree of success. Levy-
Mandel et al (1986) [2] introduced the first step toward an automatic extraction of
landmarks. In their study they used image enhancing techniques such as median filter
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and histogram equalization to enhance the contrast and remove the noise from the
image. Next, they used Mero-Vassy Operator [3] for edge detection to extract the
relevant edges. Algorithm with prior knowledge is used to track lines in a predeter-
mined order of detected lines. Positions of the landmarks are determined based on a
set of predefined geometrical properties of lines, lines intersections and exterior
boundaries. As an example the tip of the nose can be selected as the most anterior
point on the x-ray. This system was tested on two high quality x-rays and it located 23
out of 36 landmarks. Parthasarathy er al(1989) [4] improved the system used in [2] by
including a resolution pyramid to reduce the processing time. The resolution of the x-
ray images is reduced to 64x60 pixels, once the landmarks are located this resolution
is scaled back to the original size and the locations are fine-tuned. Their system was
tested on five x-ray of different quality. The system was able to locate 58 % of the
nine landmarks with accuracy of +2mm. Tong et al (1990) [5], Davis and Forsyth
(1994) [6] and Forsyth and Davis (1996)[7] presented similar algorithms for x-ray
landmarking.

Algorithms presented on [2][4-7] located landmarks by edge detection, which
makes their performance highly correlated to the quality of the images; moreover, not
all landmarks are located on significant edges. Another problem with knowledge-base
systems is their rigidity, which makes it difficult to add new rules to the system.

Cardillo and Sid-Ahmed (1994) [8] used mathematical modeling to reduce the
search area for the landmark then applied a template matching techniques based on
mathematical morphology to pin point the exact location of the landmarks. The algo-
rithm was tested on 20 x-ray images and it located 76% of 20 landmarks with accu-
racy of less than or equal to #2mm. The sizes of the search windows were obtained
through a training algorithm.

Rudolph et al (1998) [9] used special spectroscopy to characterize the gray-level
around landmarks from a training set located by hand. To facilitate testing they used a
‘drop-one-out’ scheme to enable testing one image and use the rest of the images as
training set. To reduce the computation burden, they used images of size 64x64 pixel.
They reported that 100% of the landmarks are located within +4mm.

Chen et al (1999) [10] used neural network and genetic algorithm to search for sub
images representing landmarks. Nothing was mentioned about the accuracy of the
algorithm.

Hutton et al (2000)[11] used active shape models for cephalometric landmarking.
Permissible deformations of a template were established from a training set of hand-
annotated images and the resulting model was used to fit unseen images. The algo-
rithm was tested on 63 randomly selected cephalograms. On average, 55% of 16
landmarks were within an acceptable range of +2 mm. It was concluded that the cur-
rent implementation did not give sufficient accuracy for complete automated land-
marking, but could be used as a time saving tool to provide a first-estimate location of
the landmarks.

Grau et al (2001) [12] improved the work of Cardillo et al [8] by using a line de-
tection module to search for the most significant lines, such as the jaw line or nasal
spine, then utilized mathematical morphology approach similar to that used by [8] for
shape recognition. Twenty images were used for training and another 20 used for
testing the algorithm. They reported that 90% of the 17 landmarks were located
within £2mm.
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Recently, Innes, et al (2002)[13] used pulse coupled Neural Networks (PCNN) to
highlight regions containing key craniofacial features from digital x-rays. They ap-
plied different size averaging filters prior to using the PCNN to minimize the noise in
the different regions of the image. In this study a bigger set of images (109 x-rays)
was used and tested on locating three landmarks with a success rate of 36.7%, 88.1%
and 93.6%. Although PCNN’s have shown to be capable of image smoothing and
segmentation, they require a large amount of manual intervention to set the required
parameters.

2 Problem Formulation

Despite the effort to automate the problem, location of landmarks is still done by
hand. No automatic landmarking routine is reliable enough to be used. Most of the
existing algorithms suffer one or more of the following problems

1- Low recognition rate.

2-  Small number of test sets.

3- Performance is dependent on the quality of x-ray images.

Most of the proposed algorithms are based on template matching or line crossings
in lines detected in the x-ray image using edge detection techniques. Therefore, re-
sults are dependent on the quality of the x-ray image. Since each landmark differs in
shape and in size from one x-ray to the other, no one template can closely represent
all variations of the shape of any landmark. Examples of different shapes of the land-
mark “PPocc” which is entry 28 in fig.1, located on the posterior point of the occlusal
plane are shown in the x-ray images Fig. 2. This landmark is very difficult to locate
using template matching specially when one of the most posterior molars is missing.
The same shape variation applies to other landmarks such as Sella ‘S’ point 1 and “Is”
point on fig 1.

Fig. 2. Example of different shape of the same landmark on different x-rays.

Cardillo et al [8] solved the problem partially by dividing the shape into several
smaller shapes which were then used to locate the landmark. In spite of the fact that it
becomes more reliable to locate a complex shape if it was divided into several smaller
shapes, the algorithm will fail completely if the shape happens not to be present in the
x-ray due to an anomaly such a missing tooth. In this paper we present automatic
landmark detection by utilizing an MLP neural network as function approximators.
The localization of landmarks is formulated as a function approximation problem.
Locations of landmarks will not depend on the quality of the x-ray but on the size,
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rotation and shifts of the outer contour of the skull. We start by extracting features for
the image then use these features as inputs to the MLP. The MLP is trained by a num-
ber of labeled images and then used to predict the location of the landmarks on new
images (not used for training) based on the knowledge obtained during the training.

3 Features Extraction

The method developed here is based on first highlighting the features of the image
representing the soft and bonny structures. Histogram equalization is applied to en-
hance the appearance of the images, Sobel operators is used to extract the most im-
portant edges of the skull then a 5x5 median filter is used to enhance the edges. Im-
ages are then converted to binary to show the outer edge of the skull

Four points are located on the binary image as in Fig.3. These points are located by
tracing the image in the directions shown in the figure until the first or last non-zero
point is found. Points (P1) and (P4) are located by tracing the image vertically from
top to bottom starting from the left side for P1 and right side for P4. Point (P2) is
found by extending a line from P1 until the last non-zero value is found. Point (P3) is
found by scanning diagonally from right to left starting from the right hand corner. A
shape similar to that shown in fig 4 is constructed and more features are made avail-
able using the extracted four points as listed in Table 1. Lines are drawn (see Fig.4) to

connect P1, P2, P3, and P4 and the center of gravity of the shape (C,,C,) calculated
from [14]:

1 N-1

C = a; (4 X )- (X Vi1 = X)) 0
1 N-1

G = 6_AZZ:(:) (Y + Vi) (Vi — X)) @

where N the Number of Points and A is the area of the shape measured in pixels.
Table 1 gives the names and descriptions of all the measurements constructed using
the mentioned five points.

Fig. 3. Extractions of four points
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4 Selection of Training Set

Since it is not feasible to train the network to map all cases in its given domain, a
small set of training data is to be determined such that the network would be general-
ized enough and capable of learning from the training data to perform on any case
with acceptable tolerance. How to select the training set to accomplish near-optimal
performance plays an important role in any pattern recognition system. There is not
yet an optimal algorithm for the selection of a training set available [15]. An impor-
tant property of the training set is that it must cover all the expected variations in the
data. A method is needed to cluster images in such a way that similar images are
grouped together to form an exemplar of the human skull. To come up with the pre-
scribed training set, images had to be clustered into several groups based on their
feature vector using K-means [16-17]. In order for the K-means algorithm to con-
verge, initial estimates of cluster centers are needed.

After extracting the features listed in Table 1, each x-ray images is represented by a
vector of 21 elements. Because of the sensitivity of the clustering algorithms, all fea-
ture vectors are normalized beforehand so that parameters in the training set are uni-
formly distributed in the scaled range between 0 and 1.

The length of the image vector, which is the distance between the features vector
and the origin of the hypercube, is computed as follows:

i=NF
L) = 2 (x)” 3)
i=1

where {X, X, ..., X } is the feature vector and NF is the number of features.

(0. image height)
Lower Left corner

Fig. 4. The feature made from the extracted four points
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Table 1. Name and description of the made features

N Name Description

0

1 Linel_2 Distance between P1 and P2

2 Linel 3 Distance between P1 and P3

3 Linel_4 Distance between P1 and P4

4 Line2 4 Distance between P2 and P4

5 Line2_3 Distance between P2 and P3

6 Line3_4 Distance between P3 and P4

7 c, Horizontal coordinate of the center of gravity

8 ¢, Vertical coordinate of the center of gravity

9 ¢ Distance between center of gravity and P1

10 ¢, Distance between center of gravity and P2

11 ¢ Distance between center of gravity and P3

12 ¢, Distance between center of gravity and P4

13 (91 Angle between Linel_3 and the vertical axis

14 32 Angle between Line3_4 and the horizontal axis

15 0g Angle between Linel_4 and the horizontal

16 (94 Angle between Line2_4 and Linel_2

17 (95 Angle between Line2_4 and the vertical axis.

18 Pr Perimeter of the
shape=Linel_3+Line3_2+Line2_4+Line4_1

19 A Area of the shape.

20 (96 Angle between the center of gravity and the
horizontal

21 Dc Distance between center of gravity and the
lower left corner of the image

The feature vectors are normalized and sorted in ascending order according to their
length. These are then represented in a diagram where the horizontal axis represents
the normalized length of the vectors. At each location a vertical line equal in length to
the value of the normalized vector is placed to represent each image. The horizontal
distance between 0 and 1 is divided into equal intervals of length 1/(number of sam-
ples). This will generate an estimate of the distribution of the images with respect to
the length of their vectors. The number of samples was found through empirical trials
to be 55. After several trials in which intervals with zero number of vectors were dis-
carded and any interval with relatively high number of vectors is divided into two, it
was found that our set can be initially represented by 55 groups.

Starting with 189 images of sizes ranging between 480x480 to 564x564 pixels, a
smaller training set is formed using the K-means algorithm with initial estimates of
centers obtained from the previous step.
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The objective of clustering algorithms is to group the data set into several groups such
that each group contains data with high similarity. One of the most widely used clus-
tering algorithms is the K-means algorithm. The K-means algorithm partitions the
given data set into K classes and calculates class centers so that the centers minimize
an objective function which is the sum of the distances between data in a group and
the group center. After applying the K-means, images are clustered into 55 groups
and one image is selected from each group as a representative of that group in the
training set. Landmarks in training set is located by hand.

S5 MLP Training

MLP’s have been widely used in function approximation problems [18-20]. Estimat-
ing the location of landmarks can be formulated as a function approximation problem,
for which MLP’s are well suited due to their universal approximation property. For
this approach every landmark will have its unique set of weights.

The MLP is set up as a general approximator to “learn‘ the given input/output rela-
tions or the mapping function between the input and the output by updating the con-
nection weights in the approximator according to the back propagation algorithm
[21]. The MLP is presented with the different training item until it learns the mapping
of the inputs to the proper output. The learning process is terminated when some error
criterion are met. Based on the Stone-Weierstrass theorem, Cotter [22] suggested that
a two-layer feedforward network could be used to approximate any continuous func-

tion by mapping variables from R" to M™. The task of approximating an unknown
function from input-output pairs can be formulated as follows:

The input-output pairs say 7' ={(X ,,Y,);p=1,..,P} P is the number of
training pairs.

The input vector X, ={xp1,...,xpn}Tand the output vector ¥, ={y ..., ¥, } are
related by unknown function f such thatY » = f(X p) +e,. The ¢, is an error

vector. The task of the MLP is to find an estimator f’ of f such that some metric
for the error is minimized.

In this research f is the horizontal location of the landmark as obtained by a hu-
man expert. We are seeking f' such that the predicted values obtained from f’ are
close to the values of f .

The proposed MLP is a three-layer network. An input layer, a hidden layer and an
output layer. MLP approximates function by ensembles of simpler function as fol-
lows.

Let f,(X) and f,(X) be the functions for approximating the horizontal and vertical
coordinates of a landmark, where X = [xl,xz,...,xn]T is the feature vector, the
goal of the function approximation is to describe £, (X)and f,(X)by combinations of

simpler functions ¢(X) and A(X) :
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W3= 3wt 6) @

=z

T X W)= 3w, 4,00 5)

where N is the number of ensembles and W, are real-valued entries representing the

connection weights coefficient vector W = {w,,w,,...,w, } such that

f(X) = f (X, W)
£,(X) = f, (X, W)

g, and ¢ are minimizing a least mean squared sense to obtain an approximation for

<&, (6)

<Eg, @)

the desired output vector.
The basis function can be wavelets, sinc function or polynomial. Since f,(X)

and A(X) are both nonlinear functions, there is no natural choice of the proper number

of basis functions (for our application we used the sinc function). If too many terms
are used we will be faced with an over-fitting problem and an under-fitting problem if
the number is too small. The best approximation is obtained with minimal number of
basis function which we can obtain by experimentation. The basis will change with
input data, which means the weights in the input layer changes the orientation of the
basis while the weights in the output layer find the proper amplitude of the units [23].

6 Experimental Results

After the MLP is trained using the training set, it is used to approximate the location
of the landmarks based on the knowledge obtained during the training phase. The
algorithm was tested on 55 x-ray images which were not used for training. Results
obtained by the algorithm are compared to those obtained by a human expert. If the
difference between the approximated result (obtained form the MLP) and the ex-
pected result (obtained from human expert) is less than or equal = 2mm, then the ap-
proximation is considered successful and acceptable otherwise it is considered a fail-
ure. The algorithm was tested to locate 20 landmarks on a set of 134 images not used
in training. We compare the obtained results with those reported by previous work of
Cardillo [8] and Grau [12]. Cardillo et al tested their algorithm on 20 x-ray used a set
of 20 landmarks. They obtained a recognition rate of 75 %. Grau et al [12] tested their
algorithm on 20 images using a set of 20 landmarks, of which 14 are also presented in
this study. In Table 2, we present a comparison of results obtained by [8] and [14].
Considering the fact that our system was tested on a larger test set, we can see that ,
our system outperforms the two systems.



652 I. El-Feghi, M. A. Sid-Ahmed, and M. Ahmadi

Table 2. Comparisons of experimental results

Car- Proposed | Improve- Improve-
No. | Landmark dillo Grau [12] System ments ments
y
[8] 2001 2003 over [8] Over|[12]
1994
1 N 1994 2001 100 8% 6%
2 S 53% 65% 77% 24% 12%
3 Nose 94% 100% 6%
4 Point A 77% 95% 94% 17% -1%
5 Is 76% 100% 100% 24% 0%
6 AP1 89% 100% 100% 11% 0%
7 AP 1 79% 100% 100% 21% 0%
8 Li 64% 90% 88% 24% -2%
9 Point B 71% 85% 14%
10 Pog 97% 95% 100% 3% 5%
11 Gn 100% 90% 100% 0% 10%
12 Go 61% 85% 87% 26% 2%
13 Me 78% 100% 84% 6% -16%
14 Ar 89% 97% 8%
15 Or 40% 65% 74% 34% 9%
16 SoftPog 91% 100% 9%
17 ANS 68% 90% 92% 24% 2%
18 PNS 71% 80% 100% 29% 20%
19 APOcc 48% 68% 20%
20 PPOcc 71% 93% 22%
Average 75 % 88.6 91.6 16% 3%
Test Set 20 20 134

7 Conclusions

In this paper, we have shown that localizing the craniofacial landmarks can be for-
mulated to a function approximation problem. MLP is used to approximate the loca-
tion of the landmarks based on the knowledge obtained by using a set of labeled data
for training. The method is tested to locate 20 landmarks on a set of 55 x-ray it was
found that it is possible to locate most of the landmarks with average accuracy higher
than 91%.
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