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Abstract. We consider the problem of planning point-to-point motion for general robotic
systems subject to non-integrable differential constraints. The constraints may be of first order
(on velocities) or of second order (on accelerations). Various nonlinear control techniques,
including nilpotent approximations, iterative steering, and dynamic feedback linearization,
are illustrated with the aid of four case studies: the plate-ball manipulation system, the general
two-trailer mobile robot, a two-link robot with flexible forearm, and a planar robot with two
passive joints. The first two case studies are non-flat nonholonomic kinematic systems, while
the last two are flat underactuated dynamic systems.

1 Introduction

In this chapter, we consider the problem of planning admissible transfer motions
for robotic systems that are subject to nonintegrable differential constraints. Such
constraints on the motion of a robot may arise from the system mechanical structure
(perfect rolling of wheels, conservation of angular momentum) as well as from a
reduced control capability (passive degrees of freedom).

The differential constraints can be classified as first-order (i.e., involving veloc-
ities) or second-order (involving accelerations). Whenever these constraints are not
integrable (or, nonholonomic), the robot may reach a generic point of its state space
through suitable maneuvers that are compatible with the constraints. The planning
problem consists in generating algorithmically these maneuvers, possibly with a
given transfer time. In particular, for first-order kinematic systems we should find
a sequence of velocity input commands driving from a given initial configuration
to a desired configuration. For second-order dynamic systems, the problem is to
find a sequence of force/torque input commands that allow a desired state to be
reached from a given initial state, both typically equilibria. As will become clear
later in the chapter, the dynamic problem can be often solved by finding a sequence
of acceleration inputs on a feedback equivalent second-order (purely kinematic)
system.

In order to solve these planning problems, various model transformation tech-
nigues can be used, mostly arising from the field of nonlinear control theory. In
particular, the possibility of transforming the robot model by means of nonlinear
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feedback laws and change of coordinates into a nilpotent system [25], a chained-
form system [32], or even a linear controllable system [23] has lead to the definition
of powerful planning algorithms.

In particular, we may be able to transform the original nonlinear system into a
set of decoupled chains of input-output integrators by means of a dynamic feedback
linearizing law [23]. This is possible whenever the state and the input of the system
can be expressed algebraically in terms of some output (vector) function and of its
derivatives up to a finite order, a strong property called flatness [19]. If a flat output
is known for a robot subject to differential constraints, the planning problem can be
considered as essentially solved (except for possible singularity issues). This is the
case of a large class of wheeled mobile robots (which are subject to nhonholonomic
first-order kinematic constraints), see e.g. [18,35,47,36], and of robot manipulators
including joint elasticity (which are subject to nonholonomic second-order dynamic
constraints), see [14].

Therefore, one can basically use the presence or not of the flatness property in
order to assess the difficulty of the planning problem in the presence of differential
constraints. Necessary and sufficient conditions of flatness are available for nonlinear
driftless systems with two inputs [42]. For example, all nonholonomic first-order
kinematic systems with two inputs that can be transformed in chained form are
flat (and vice versa). However, even when a system is known to be flat but the
flat output is not provided, the search for such an output may be not trivial (as
in the case of a car towing only one off-hooked trailer [43] or of the bi-steerable
vehicle [44]). In addition, assuming that a flat output has been found, it should not be
overlooked that singularities may occur in the associated transformations, affecting
thus the global validity of the planning algorithm. Unfortunately, there exist no
necessarand sufficient conditions for flatness (equivalently, for dynamic feedback
linearization) in the case of general nonlinear systems with drift. For underactuated
robots, which are subject to nonholonomic second-order constraints, the problem is
emphasized by the higher complexity of the associated dynamic models.

In any case, the violation of the necessary conditions for flatness given in [42]
indicates that the planning problem is not an easy one: this is what happens in
the two kinematic case studies presented in this chapter. Moreover, even if some
underactuated robots are known to be flat (see, e.g., [1,17]), a deeper analysis of
specific planning solutions and of singularities are of interest in the dynamic case.
This is the subject of the two other case studies presented later on.

Indeed, there exist other algorithmic approaches to planning motion for systems
subject to differential constraints. We just mention here the recently introduced
kinematic reduction method for dynamic models of underactuated robots [9]. Based
on the concept of kinematic controllability, it is possible in some cases to backup a
dynamic motion planning problem into a sequence of elementary velocity commands
along so-called decoupling vector fields (see, e.g., [1] for the application to a planar
3R robot with the last passive joint).

The chapter is organized as follows. In Section 2, we review the modeling steps
and the properties of kinematic systems with first-order differential constraints, of
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dynamic systems with first-order differential constraints, and of dynamic systems
with second-order differential constraints. In doing so, we also set up the terminology.

In the remaining two sections, we address the planning problem for a number of
robotic examples that have not been treated extensively in the literature. In particular,
two non-flat nonholonomic first-order kinematic systems are considered in Section 3:
the plate-ball manipulation system and the general two-trailer wheeled mobile robot.
In Section 4, two flat underactuated second-order dynamic systems are presented: a
two-link robot with flexible forearm and a planar robot with two passive joints. The
presented planning algorithms are based on the use of general mathematical tools
investigated by our research group: nilpotent approximations, iterative steering, and
dynamic feedback linearization. These concepts will be briefly summarized along the
presentation. All case studies include numerical simulation results of the planning
of either configuration-to-configuration transfer tasks (in kinematic systems) or of
rest-to-rest state transfers (in dynamic systems). We also address robustness issues
of the iterative planner for the plate-ball system (Section 3.1) and present a simple
planner for the flexible robot in the case of multiple deformation modes (Section 4.1),
for which a flat output is not known.

2 Modeling

Letqg = (q1,-.-.,qn) be a set of configuration variables of the robotic system. For
simplicity, we shall assume that the configuration space of the robBt'isMore-

over, if there were sombolonomic(geometric) constraints involving the system
coordinates, we suppose that such constraints have been already eliminated by suit-
ably reducing the dimension of the configuration space. Therefare generalized
coordinates in the Lagrangian sense.

2.1 Kinematic Systems with First-Order Differential Constraints
Assume that a set of — m > 1 scalar differential constraints of the form
al(Q)g=0 i=1,...,n—m, (1)

are imposed on the robot motion. The rawfS(¢) can be reorganized into a matrix,
so that the constraints are rewritten in the compact form

AT (q)g =0. )

These homogeneous constraints are cdfidfian being linear in the generalized
velocitiesg. They may arise from several physical phenomena, most notably the
perfect rolling of robot wheels on the ground, the rolling of the fingers of a dextrous
robot hand in contact with an object, the conservation of zero angular momentum
in free-flying space robots. Under the hypothesis that the columns of mhie
linearly independent at every it follows from (2) that, at a given configuratian

the set of admissible generalized velocitjas restricted to a subspace of dimension

m < n of IR"™.
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We are interested in the case where the set of constraints¢@jripletely non-
holonomié, i.e., when none of the single constraints (1) nor any combination of
them through functionsy;(¢) is integrable to a holonomic constraihtg) = 0.

To check this, nonlinear controllability techniques can be used. The following con-
struction characterizes all feasible instantaneous motions allowed by the differential

constraints (2). Define am (x m) matrix G(q) whose columng;(¢),: =1,...,m,
are independent vector fields at apgind such that
R(G(q)) =N (A"(q)) . 3

or AT(¢q)G(q) = 0, for all ¢ € IR". Therefore, we can generate all instantaneous
feasible velocitieg as

q=G(qv = Zgi(Q)vi- (4)
i=1

Different choices can be made for defining a maf¥ix) that satisfies (3). Typically,

a good choice should be ‘physically’ motivated, in the sense that the weights

i = 1,...,m, represent identifiable (pseudo-)velocities in the robotic system. By
assuming that € IR™ is the control input, we refer to (4) as tfiest-order kinematic
modelof the robotic system subject to the first-order differential constraints (2). This
model is in the form of a nonlinear driftless control system. By Frobenius theorem
on integrability of differential forms, the complete nonholonomy of (2) is equivalent
to theaccessibilityof the whole configuration spadB™ of control system (4).

We note also that, in spite of the ‘kinematic’ terminology, the differential con-
straints (2), and thus the control system (4), may contain dynamic parameters (i.e.,
related to the robot mass and inertia). For example, this happens when (2) stems
from conservation of generalized momenta.

2.2 Dynamic Systems with First-Order Differential Constraints

One can also take into account the dynamics of a robotic system in the presence of
the first-order differential constraints (2). In this case, the model explicitly contains
Lagrange multipliers\ € IR"~™, representing the generalized constraint forces.
The dynamic model in the Lagrangian form is [20, p. 45]

B(q¢)j +n(q,q) = A(g)A + S(q)T (5)
AT(¢)g =0, (6)
with

e = Bl - 5 50 (7 B@a) + 52,

1 While each of the scalar differential constraints (1) may not be integrable, a subset of
p < n — m or the entire set oh — m differential constraints may still be integrable.
In the former case we havgartially nonholonomicconstraints, while in the latter we
obtainn — m holonomicconstraints. In both cases, a reduction of the dimension of the
configuration space is induced.
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and whereB(q) is the 2 x n) symmetric positive definite inertia matrix (so that
%qTB(q)q' is the system kinetic energyl), = U(q) is the system potential energy
(due, e.g., to gravity or elasticity), € IR™ is the force/torque control input, and
S(q) is an @ x m) input matrix which is assumed to be full (column) rank.

Under suitable hypotheses, it is possible to eliminate the Lagrange multipliers
and to reduce accordingly the set of dynamic equations [10]. $ifde) A(q) = 0,
premultiplying (5) byG” (¢) leads to a reduced set of second-order differential
equations

G"(q) (B(g)q +n(a.9)) = GT(q)S(q)u. (7)

We can merge the kinematic model (4) (i.e., all generalized velogitatisfying (6))
into (7) so as to obtain

q=G(qv
M(q)0 4+ m(q,v) = G (¢)S(q)T,
with

(8)

M(q) = G"(q)B(q)G(q) > 0
m(g,v) = GT(q)B(q)G(q)v + GT(q) n(q, G(q)v)

and where the vector of pseudo-velocities IR™ is now part of the system state.
Note that the dimension of the stdtg v) has been reduced to+ m.
Assuming that ‘enough control’ is available, or

det (G"(q)S(q)) # 0,

we can use a nonlinear static state feedback in order to further simplify (8). Define
the control input- as

-1
= (GT@S@) " (M@atm(q.v)). ©)
wherea € IR™ is the vector of pseudo-accelerations. The resulting system is
¢ = G(q)v
. @ (10)
vV=a

It is clear that the feedback law (9) leads to model equations that are simply an
extension(i.e., obtained by the addition of one integrator on each ofithgecalar
inputs) of the first-order kinematic model (4). We shall thus refer to (10) as the
second-order kinematic modef the robotic system subject to the first-order differ-
ential constraints (2). This model is in the form of a nonlinear control system, with
the pseudo-acceleration vectoas input, and contains now a drift term of kinematic
nature.
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2.3 Dynamic Systems with Second-Order Differential Constraints

A different situation arises when there are no first-order differential constraints of
the type (1) but the dynamic systemusderactuatedi.e., it has less control inputs
than degrees of freedom. Lete IR" be the generalized coordinates (the change of
notation will be clear in a moment) ande IR™ the available control forces/torques,
with m < n.

The Lagrangian dynamic equations are of the form

By (p)p + np(p,p) = S(p)7 (11)
with a similar notation as in (5) and the same assumption thatthe) input matrix
S(p) is full column rank. This model covers various interesting situations, such as for
example: a robot with, — m unactuated/failed (in any case, passive) joints; a robot
including transmission (joint) elasticity, for whielh = 2m andp = (6, ¢), being
f € IR™ and¢ € IR™, respectively, the positional coordinates of the motors and of
the driven links; a robot having flexible links, whese= (0, §), beingd € IR™ the
positions of the motors at the link bases and IR"° the generalized coordinates
describing the deflection of the links, with=m + n..

Equation (11) can be elaborated in order to have a setofn intrinsic second-
order dynamic constraints appear more explicitly. [Setp) be a left inverse of
the input matrixS(p) (e.g., the pseudoinversg” = (STS)f1 STy andS+(p) an
((n—m) x n) matrix whose rows annihilate matri(p), or S+ (p)S(p) = 0 for any
p € IR". Such two matrices can always be chosen so that a coordinate transformation
q = Q(p) exists whose Jacobian is (at least locally) nonsingular and equals

-T
Jow) = 290 | 30)|

From (11), one has

T
By(p) [ 5553)} (iz' - % (8%(7}) )> p) +np(p,p) = S(p)7-
This leads to new dynamic equations in the form
.. N Si (p) _ T
B(q)j + n(g, q) SL(p) SoT=1,1" (12)

with

B@)= 3" WBmI5'w)|

n(q,q) = J;T ny,(p,p) — B J5Y(p)J, )
(0.0 = J5"0) (malp) = B0) g W) Io@s)|

At this stage, the new coordinategan be partitioned ag= (q,, ¢, ), with ac-
tuated coordinateg, € IR™ and unactuated coordinatgse IR" ™. Accordingly,
the dynamic model (12) becomes

el o) o]+ [ =[] *
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with blocks of appropriate dimensions. In particular, the tast m > 1 equations
in (13) can be rewritten separately as

AE(Q)Q +1u(q,4) = [ Bua(q) Buu(q)] |:(q]z:| +culq; 4) + eulq) =0, (14)
where the vecton,, (g, ¢) has been separated into the Coriolis and centrifugal terms
cu(q,¢) and the potential terms, (¢) = (8U/dq.)" . Note that matrixAZ (¢) has
always full row rank, equal ta — m, at anyg.

Equation (14) represents a setf- m second-order (dynamic) differential
constraintsthat have to be satisfied by any admissible robot trajectory. The above
constraints are linear in the acceleratjoAt a given statéq, ¢), the set of admissible
generalized acceleratiojsis restricted to a linear subspace of dimensionThe
complete non-integrability of the set of constraints (14), in the sense of [37], indicates
that the underactuated robot can be considered as a mechanical systeeceitt-
order nonholonomic constraint@\s a particular case, it is immediate to see that,
whenevere, (¢) # 0, the constraintsi’ (¢)¢ + n.(q,¢) = 0 cannot be obtained
from the differentiation of Pfaffian constraintsl (¢)¢ = c (a state constraint that
would imply a reduction of the state space).

A convenient normal form for the underactuated dynamics (13) is obtained by
using again nonlinear static state feedback. Solving (14j.fand substituting in
the first set of (13), one can verify that the (globally defined) control law

T= (Baa (Q) - Bga (q)B(:ul (Q)Bua (Q))a + na(‘]a CI) - Bza(q)B;J (Q) zn (Q7 Q)(ls)
gives
(ja =a

. . (16)
Buu(q) qu = *Bua(q) a — nu(Qa Q)v

with the actuated coordinates now directly controlled by the generalized acceleration
inputa € IR™. The control (15) is commonly referred to agartial feedback
linearizationlaw. In the control system (16), it is clear that the inertial coupling
term B, (q) between actuated and passive coordinates plays a decisive role in the
controllability properties of the system.

3 Planning for Non-Flat Kinematic Systems

With the aid of two case studies, we shall now illustrate a general technique which
achieves asymptotic (in a sense to be clarified below) planning for non-flat kinematic
systems subject to differential constraints. In particular, we will consider the plate-
ball manipulation system and a wheeled mobile robot, the so-called general two-
trailer system. The reader is referred to [48] and [38] for details.
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3.1 The Plate-Ball Manipulation System

Rolling manipulation has recently attracted the interest of robotic researchers as
a convenient way to achieve dexterity with a relatively simple mechanical design
(see [33,6,30] and the references therein). In fact, the nonholonomic nature of rolling
contacts between rigid bodies can guarantee the controllability of the manipulation
system (hand+manipulated object) with a reduced number of actuators. More in
general, this is another example of the minimalistic trend in the field of robotics,
aimed at designing devices of reduced complexity for performing complex tasks.

The archetype of rolling manipulation is the plate-ball system [31,27,24,8]:
the ball (the manipulated object) can be brought to any contact configuration by
maneuvering the upper plate (the first finger), while the lower plate (the second
finger) is fixed. Despite its mechanical simplicity, the planning and control problems
for this device already raise challenging theoretical issues. In fact, in addition to the
well-known limitations coming from its nonholonomic nature, the plate-ball system
is neither flat nor nilpotentizable; therefore the classical techniques for nonholonomic
motion planning cannot be applied.

To this date, the planning problem has been solved through the symbolic algo-
rithm of [27] and the numerical algorithm of [30]. These techniques, however, are
heavily dependent on the specific geometry of rolling surfaces and are not amenable
to any kind of generalization to systems of different nature. Our objective is instead
to show that asymptotic, robust planning for the plate-ball mechanism can be sim-
ply achieved through iterative application of an appropriate open-loop control law
designed for the nilpotent approximation of the system. This paradigm, based on
the theoretical results in [29], is general and applicable to a wide variety of non-flat
systems.

Kinematic model Consider the system shown in Fig. 1, consisting of a spheric ball
of radiusp rolling between two horizontal plates. The lower plate is fixed, while the
upper is actuated and can translate horizontally. Denotedrydv the coordinates
(latitude and longitude, respectively) of the contact point on the sphete,jpthe
Cartesian coordinates of the contact point on the lower plane, andthg angle
between ther axis and the plane of the meridian through the contact point. We
assume-7/2 < u < w/2 and—n < v < m, so that the contact point belongs
always to the same coordinate patch for the sphere.

The manipulation system is completely described by the kinematics of contact
between the sphere and the lower plate [31]. Assumeuthaindw,, the Cartesian
components of the translational velocity of the sphere, are directly conffolted
view of the nilpotent approximation procedure, it is convenient to triangularize the
system through the input transformation

Wz | | —sinycosu costp | | wy
wy | | —costpcosusiny | |wy |’

2 Recall that the translational velocity of the sphere is half the translational velocity of the
upper plane.
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Fig. 1. The plate-ball system. The upper plate is not shown in the figure for the sake of clarity.

This transformation is always defined, except for= 4w /2 which is however
outside our coordinate patch. We obtain

U 0 1/p

] 1/p 0

)| = —sinu/p | w + 0 Wo. a7)
x —sin cosu cos Y

U — COS Y COs U —siny

Nilpotent approximation Nilpotent approximations [21,4] of nonlinear systems are
high-order local approximations that are useful when tangent linearization does not
retain controllability, as in nonholonomic systems. In particular, the computation of
approximate steering controls for the original system can be performed symbolically,
thanks to the closed-form integrability of the nilpotent system, which is polynomial
and triangular by construction.

Thanks to the particular structure of our iterative steering strategy (see below),
it is sufficient to compute the nilpotent approximation at configurations of the form
q = (0,0,0,z, 7). Applying the procedure given in [4] to system (17), one obtains
the so-callegrivilegedcoordinates by the following change of variables

21 = pv
29 =pu
23 = p°Y (18)

2= —p u+p*(z - )

2 = p'v+p*(y — 7).
In particular, atj one obtaing = 0. The transformation is globally valid due to the
fact that the degree of nonholonomy is 3 everywhere.



10 A. De Lucaet al.

The approximate system is then computed by differentiating eqgs. (18) and ex-
panding the input vector fields in Taylor series up to a suitably defined order:

,;:’1 = W1

é’2 = w2

23 = —2211)1 (19)
,.24 = —2371)1

. 1

Z5 = 52%11)1 — 2311)2.

The approximation is polynomial and triangular; in particular, the dynamicg of
andz is exactly the same af; andzs.

Planning strategy Assume that we wish to transfer the plate-ball system from
q° to ¢?, respectively the initial and desired contact configuration. Without loss
of generality, we assume that = (0,0,0,0,0); this can always be achieved by
properly defining the reference frames on the sphere and the lower plane.

Our objective is to devise an asymptotic planning strategy; if possible, we would
also like robustness with respect to the presence of model perturbations (e.g., on the
sphere radiug). To this end, it is necessary to embed some form of feedback into the
planning method. A natural way to realize this is represented by the iterative steering
(IS) paradigm [29]. The essential tool of this method is a contractive open-loop
control law, which can steer the system closer to the desired¢gtaten finite time.

If such a control is llder-continuous with respect to the desired reconfiguration, its
iteratedapplication (i.e., from the state reached at the end of the previous iteration),
guarantees exponential convergence of the stagé.t®he overall input is a time-
varying law which depends on a sampled feedback action. A certain degree of
robustness is also achieved: a class of non-persistent perturbations is rejected, and
the error is ultimately bounded in the presence of persistent perturbations.

To comply with the IS paradigm outlined above, we must design an open-
loop control that steers system (17) fraf to a point closer in norm tg? =
(0,0,0,0,0). Since the plate-ball manipulation system is controllable [27], such an
open-loop control certainly exists. However, the necessary and sufficient conditions
for flatness [19] are not satisfied; equivalently, the system cannot be put in chained
form, as already noticed in [30]. Therefore, we cannot use conventional techniques
for generating the required open-loop control. We therefore settle for an approximate
(but symbolic) solution; this is on the other hand consistent with the 1S framework,
which only requires the error to contract at each iteration.

Our open-loop controller requires two phases:

I. Drive the first three variables, v and to zero. This amounts to steering the
ball to the desired contact configuration regardless of the variatdesly, i.e.,
of the Cartesian position of the contact point. Denote;by= (0,0,0, 27, y%)
the contact configuration at the end of this phase.
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Il. Bring 2 andy closer toz¢ andy? (in norm), while guaranteeing that v ands)
return to their desired zero value.

Since the first three equations of (17) can be easily transformed in chained form,
phase | can be performed in a finite tirfig by choosing one of many available
steering controls for such systems (see [26]). However, the latter should comply
with the Holder-continuity requirement with respect to the desired reconfiguration;
relevant examples are given in [29].

For the second phase, a possible choice is to perform a cyclic motion of period
T, onu, v andy, giving final valuese (T, + T») = 2 andy (T} + 1) = y closer
to zero thane(Ty) = 27, y(T1) = y'. To design a control law that produces such a
motion, we shall exploit the nilpotent approximation of the plate-ball system.

Consider the nilpotent dynamics (19) computed at the approximation ghint
The synthesis of a control law that transfers in tifyethe state? from 2/ = 0 to
2! (respectively, the images qf andq” = (0,0,0,2",4"), computed through
egs. (18)) can be done as follows. Choose the open-loop control inputs as

w1 = aq coswt + ag cos 4wt (20)

Wy = ag cos 2wt, (22)

with a1, a2, a3 € IR andw = 27/T5.
Integration of Egs. (19) shows that in order to obtaj(il) = 2 andz5(1,) =
28, coefficientsa; andas in (20), (21) must be chosen as

17 17

| 24 25
= =2 _ 22
ai kl as ag ]{72 ag ) ( )

having setk; = —T5 /3272 andky = T3 /12872, The value ofas is immaterial
as long asif az # 0 whenzil = 0 or z# £ 0, and (i) sign(az) = —signz{).
Therefore, denoting b - || the Euclidean norm, we can let

1/2r
Zi[ /
21

This choice guarantees for, a> andas the Holder-continuity property required by
the IS paradigm.

The other condition to be met by our two-phase open-loop control is contraction
of the original system (17) fromy° to ¢! in spite of(i) the drift of z andy to «!
andy’ due to the first phas@i) the approximation errérinduced onz andy by
the use of the nilpotent dynamics (19) for computing a steering control. It may be
shown (see [39] for details) that contraction is guaranteed provided that a suitable
definition of norm is used (to take care of the first-phase drift) and a sufficiently
small contraction is required from! to 2z (to reduce the approximation error
within admissible bounds).

az = —sign(z4) - r>1, (23)

% Note thatu, v and) return to zero under the proposed open-loop inputs, as verified by
integration of the first three equations of the original system (17). Thus, the open-loop
controls (20), (21) are exactly cyclic i v and.
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Iterative steering We now clarify the use of the proposed open-loop controller
within the IS framework to achieve an asymptotic planner.

Starting from the initial contact configuration, apply the open-loop control of
phase | for the required tinig . Using the values’, y! at the end of this phase, the
desiredzi! andz{ are generated as

2yl = Brzf 2 = Bozd, (24)

where(; < 1, B> < 1 are the chosen contraction rates ajjdzg are the images

of 2 = 0, y¢ = 0 as given by (18), in whicle = 2!, § = y’. At this point,

Egs. (22), (23) are used to compute coefficiemtsand the phase Il open-loop
controls (20), (21) are applied to system (17). Afiger+ 75 seconds from the initial

time, the system state is sampled and the two-phase control procedure is repeated.
In particular, the values of’ andz{! are updated at each iteration using (24) (with
constant3,, (32). In fact, since transformation (18) depends on the approximation
point, the same is true far{, 2¢. Note also that:

e Since all the conditions of the IS paradigm are satisfiedsfors, sufficiently
close to 1, it is guaranteed that the manipulation system gtaxg@onentially
converges to the desired contact configuratitn

¢ In the absence of perturbations, there is no need to repeat phase | after the first
iteration.

e Inperturbed conditions, itis necessary to analyze the structure of the perturbation
itself. If certain requisites (see [29, Th. 2]) are met, the perturbation will be
rejected on the simple basis of the stable behavior of the nominal system.

We may therefore conclude that we have obtaiasgimptotic plannindor the
plate-ball system, on the basis of the fact that the system varigblas/erge to the
desired configuratiop?. In practice, one can stop the iterations whes within a
prespecified distance of the destination; using the properties of IS, it is also possible
to predict the number of iterations needed to achieve a certain error tolerance. The
robustness with respect to perturbations is a consequence of the intrinsic sampled
feedback nature of the proposed planner.

Simulation results Two simulations are now presented to show the effectiveness
of the proposed planner: in the first, perfect knowledge of the system is assumed
(nominal case), while in the second we have included a perturbation on the ball
radiusp (perturbedcase).

In the first simulation, we assume that the radius= 1 is exactly known
and phase | has already been executed. The initial and desired configurations are
¢° = (0,0,0,0.5,0.5) and¢? = (0,0,0,0,0), respectively. In each iteration, the
open-loop control (20), (21) is applied wiffy = 1 sec,r = 1.5 in eq. (23), and
contraction rateg; = 32 = 0.4 in (24).

Figure 2 illustrates the exponential convergence of the state variables along the
iterations. The Cartesian path of the contact point is shown in Fig. 3: note how the
path of the single iterations ‘shrinks’ with time.
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evolution of u,v.psi
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Fig. 2. Nominal simulation: Evolution of; (solid),v (dashed) ang (dotted) {eft). Evolution
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x (solid) andy (dotted) (ight).
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0 0.5
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Fig. 3. Nominal simulation: Cartesian path of the contact point; the small circle indigites
(left). Cartesian paths of the contact point during the 1st, 4th, 7th and 10th iterations; the small
circle indicates the starting configuration of each iteration; notice the different scale in the

plots (ight).

of the previous simulation, but a 10% perturbation on the value of the ball radius has

In the second simulatio?, ¢¢ as well as the planner parameters are the same

been introduced; only its nominal valpe= 1 is known and used for computing the

control law. The theoretical framewaork of the IS paradigm guarantees that this kind of
perturbation will be rejected by the iterative steering scheme. Figure 4 confirms that
exponential convergence is preserved despite the perturbation — only at a slightly
smaller rate. The Cartesian path of the contact point is very similar to the nominal

case, as shown in Fig. 5, although the paths in the single iterations are deformed.



14 A. De Lucaet al.
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Fig. 4.Perturbed simulation: Evolution af(solid),v (dashed) ang (dotted) (eft). Evolution
of z (solid) andy (dotted) ¢ight).
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Fig. 5. Perturbed simulation: Cartesian path of the contact point; the small circle indicates
q° (left). Cartesian paths of the contact point during the 1st, 4th, 7th and 10th iterations; the
small circle indicates the starting configuration of each iteratiigt).

3.2 The General Two-Trailer Wheeled Mobile Robot

Another interesting example of non-nilpotentizable, non-flat nonholonomic robot
is the generalV-trailer system, i.e., a vehicle in whicN off-hooked trailers are
attached to a tractor. It is well known that this system is non-flat it 2 (see [19]
for a proof in the casév = 2). The problem of controlling this system has only
been addressed so far in [28], where it is shown that at particular configurations the
system can be approximated by a chained form. However, the latter are not dense in
the state space, so that the method does not apply for generic configurations.
Below, we consider a particular case, i.e., the general two-trailer system, proving
that asymptotic planning can be achieved by means of the iterative steering technique
based on the nilpotent approximation of the system.



Planning Motions for Robotic Systems Subject to Differential Constraints 15

car

Yy |-

1st trailer

2nd trailer

|
[
[
[
[
\
\
!
Ly

Fig. 6. A general two-trailer system.

Kinematic model Consider the system shown in Fig. 6, consisting of a car towing
two identical trailers, each hooked at a distadcieom the preceding wheel axle
(off-hooking. The distance between the hooking point and the wheel axle midpoint
of each trailer ig. For simplicity, we assumeé = 1 and? = 1. However, a similar
analysis can be developed for the cdsg /.

With an eye to the nilpotent approximation procedure, it is convenient to choose
an appropriate set of generalized coordinates and control inputs. In particular, let
q = (z1,y1, 601, 91, P2), wherex, y; are the Cartesian coordinates of the first trailer
reference pointd, is the first trailer orientation with respect to theaxis, andg,,
¢ are the angles formed by the car and the first trailer respectively with the first and
the second trailer. Also, denote by andw, the driving and steering velocities of
the first trailer, which are related i@ andwy, the driving and steering velocities of
the car (the actual inputs) by the input transformation

vy = V1 COS ¢1 + w1 sin ¢
wo = v1 8in ¢ — wy €oOS @1,

which is always defined. The kinematic model is then obtained as

T, = cos By vg

71 = sinfq vy

91 = w1 (25)

<b1 =501 — (141w

(]52 = —8oU1 + (1 + Cz)wh
having sets; = sin ¢;, ¢; = cos ¢;, s;; = sin(¢; — ¢;) ande;; = cos(¢; — ¢;) for
1,5 = 1,2.If ¢ = wor ¢ = 7, the system is clearly not controllable. We consider
points of the state space definedfas= IR* x S* x (S — {x})2.

Denote byg,, g the input vector fields of system (25), and consider the first 6
elements of the P. Hall [25] family., g2, 93 = [91,92), 94 = [g1,[91,92]], 95 =
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92, [91, 9211, 96 = [91, 91, [91, g2]]]. Vector fieldsgi, g2, g3, 94, g5 Span the tangent
space ofM at points such thap; # ¢, (regular points), whilegs, go, g3, 94, g6

span the tangent space everywhere, including points suchkbthat ¢, (singular
points). Hence, the system is controllable and the degree of nonholonomy is 3 at
regular points and 4 at singular points.

Nilpotent approximation In the presence of singular points, homogeneous nilpo-
tentapproximations [4] do not provide globally valid representations. However, it has
been shown that nonhomogeneous nilpotent forms can be adopted to this end [49].
Applying the procedure therein proposed to system (25), we obtain the following
global nilpotent approximation

21 = U1
Zo = U
72’3 = 72’211,1 (26)

2
7:’4 = Z hj4(7:’1, ey ?:’3)7,Lj
J=1

2
2?5 = Z hj5(21, ey 24)uj,
j=1

in which
~ 2 2 22 2 s 2 2 22 2 2
hja(21,. .., 23) = ajy27 + bja2122 + cju25 + djy 23
2 5 2 22 3 23 13 2 2 3 222
his(21, ..., 24) = ci525 + ais27 + bis2123 + ci52722
3 2 2 3 23 3 2 22 3 2
+ di52223 + €1525 + [152125 + gis2a
~ ~ 2 A ~ A A A2 A
hos (21, ..., 24) = dass + a5 4 b3s2123 + cos 2120
3 5 2 3 23 3 5 22 3 2
+ dysZaZ3 + €3525 + f352125 + go52a
The coefficients:?,, ..., d3,, ¢i5,d35 andal;, ..., g% (j = 1,2) are functions of
q = (Z1,...,¢=2) around which the approximation is computed. Their expressions

are quite complicated and are omitted. However, they are not needed for implement-
ing the stabilization method, thanks to the structure of the chosen control input.

Planning strategy In order to transfer the general two-trailer system from an initial
pointq® to a desired poiritg? = (0, 0,0, ¢¢, ¢9), we adopt the same strategy of the
plate-ball system. To comply with the IS paradigm, we must design an open-loop
control that steers system (25) frafhto a point closer in norm tg?.

As before, our open-loop controller requires two phases:

4 This particular choice of the destination does not imply any loss of generality, because it
can always be achieved by translating and rotating the world reference frame so as to align
with the desired configuration of the first trailer.
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I. Drive in finite time the first three variables, yy; andé; to zero. This amounts
to steering the first trailer to its desired configuration regardless of the variables
#1 andgs, which will converge to generic valuesg, ¢2.
Il. Bring ¢; andg- closer tog¢ and¢4 (in norm), while guaranteeing thag, y;
and#, return to their desired zero value.

Similarly to the plate-ball system, the first three equations of (25) can be easily
transformed in chained form (they are, in fact, the equations of a unicycle). Hence,
phase | can be easily performed in a finite tiffiewith Holder-continuous steering
controls.

For the second phase, we use again the nilpotent approximation of the system
to perform a cyclic motion of period, on z1, y; and#,, giving final values
01 (Tl + Tg) = {I, P2 (Tl + Tg) = g closer to zero tham, (Tl) = (b{, P2 (Tl) =
#1. We emphasize that, in view of the globality of the representation @Zapay
be a regular or singular point. The synthesis of a control law that transfers the state
of system (26) from:! = 0 (the image ofy’) exactly toz (the image ofy"') is
relatively straightforward.

Consider the nilpotent approximation (26)¢t Choose the open-loop control
inputs as

v1 = a7 cos wt + as sin wt (27)

w1 = a3 cos 2wt, (28)

withay, as, a3 € IR,w = 27 /T andT the duration of the control interval. Integration
of Egs. (26) shows that in order to obtaif(T') = zif andz5(T) = ziI, parameters
a1 andas in (27-28) can be chosen as

2zl _ 27 2

5 a2 = = 77
k1a3 T Zy

a1 = {/a3 +

(29)

having setk; = —73/3272 andk, = —T* /6473, and provided thatl # 0. The
value ofag is immaterial for the steering task, as longas# 0 and sigrias) =
—sign(z41) (so thata, is always well defined). In particular, we can let

1/r

7
as = —sign(zl) - H [Z},} r> 1. (30)

This choice guarantees far, a; andas the Holder-continuity propertyrequired
by the IS paradigm. In particular:

5 A difficulty with the method so far outlined is that the steering controls (27), (28) are not
defined whenzj’ = 0. On the other hand, Equation (31) giveg = 0if 2§ = 0, i.e.,
if no reconfiguration is needed for the nilpotent approximation variabldo circumvent
this problem, it is relatively easy to work out a more general rule than (31) for generating
24T andz{’. In practice, any contraction on the norm of the effer — 2§ z5 — 2¢) is
admissible as long ag’ # 0.
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e According to (29)a- is Holder-continuous itZ’ converges to zero faster than
2i. To this end, one simply sefy < 3 in eq. (31).

e The first coefficientz; given by eq. (29) is dider-continuous in view of the
choice (30) foras.

As before, the other condition to be met by our two-phase open-loop control —
i.e., contraction of the actual system frgfhto ¢’/ — can be satisfied by suitably
choosing the norm and enforcing a sufficiently small contraction on the nilpotent
approximation.

Iterative steering Starting from the initial configuration, apply the open-loop con-
trol of phase | for the required tim#,. Using the value®!, ¢1 at the end of this
phase, the images in privileged coordinates of the final goal values are computed
through the change of coordinates betweeand z, evaluated on the manifold
defined byr; =0,y; = 0,60, =0:

Zd:1< Wb - )
179 1+cospy 1+ coso
Ao l( b ein)
> 2\14coshy  1+cosgy

The desiredtl’ andz{! are now generated as
I d I d
zy = Przyg z5 = Pazs, (31)

whereg; < 1, B2 < 1 are the chosen contraction rates.

At this point, Equation (29) is used to compute the parameteesid the phase I
open-loop controls (27), (28) are applied to system (25). After T, seconds, the
system state is sampled and the procedure is repeated. Since the conditions of the
IS paradigm have been satisfied, it is guaranteed that thegsththe general two-
trailer system exponentially converges to the desired configurafioand hence
asymptotic planning has been achieved. Again, in the absence of perturbations, there
is no need to repeat phase | after the first iteration, while in perturbed conditions it
is necessary to analyze the structure of the perturbation itself.

Simulation results We present two simulations of the proposed planning strategy.
In both cases, it is assumed that phase | has already been executed, so that the first
trailer is already at its desired configuratiofi = 0, y¢ = 0, ¢ = 0. Phase Il is
executed by iterative application of the control inputs (27), (28), Witk 1 sec and
the coefficients:; (i = 1,...,3) given by (29), (30), with- = 4. The contraction
rates in (31) have been chosens&s= 0.6 and3, = 0.7.
In the first simulation, it ist! = 7/4 and¢l = —= /4, while the desired values
arep? = 0andgd = 0 (asingular configuration). Figure 7 shows the cyclic evolution
of z1, y1, andd; as well as the trajectory @f, and¢,. The motion of the first trailer
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is shown in Fig. 8 (with different scale on the two axes), which also shows the vehicle
configurations at the beginning of phase Il, at the end of the first and of the 15-th
iteration.

The second simulation starts from = 7/8, ¢4 = 0, with the desired config-
uration given ag{ = —7/4, ¢4 = 7/3 (a regular point). Figure 9 shows the time
evolution of the state variables. Figure 10 reports the Cartesian motion of the first
trailer and the configurations of the vehicle at the beginning of phase I, at the end
of the first and of the 15-th iteration.

evolution of xLy1 thetal evolution of phi1,phi2
25 T

2
15

1l

JA .
V'V
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L L 1 L L
5 10 15 0 5 10 15
sec sec

Fig. 7. Simulation 1: Evolution ofc1, y1 and#, (left). Evolution of 1 and¢. (right).

cartesian motion of the first trailer
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Fig. 8. Simulation 1: Motion of the first trailerl¢ft). Configuration of the vehicle at the
beginning of phase Il (0) after one iteration (1) and after 15 iteratioghty.




m,rad

20 A. De Lucaet al.

evolution of x1,y1 thetal

ﬂﬂAA

T

L L
5 10 15
sec

evolution of phit,phi2

L
5

sec

L
10

Fig. 9. Simulation 2: Evolution oft1, 1 andd; (left). Evolution of¢, and¢» (right).
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Fig. 10. Simulation 2: Motion of the first trailerl€¢ft). Configuration of the vehicle at the

beginning of phase Il (0) after one iteration (1) and after 15 iteratiogbty.

4 Planning for Flat Dynamic Systems

We present two representative case studies of robots with underactuated dynamics
for which one can define, under special assumptions, a flat output so that the planning
problem can be solved in a relatively easy way. The first system is a two-link planar
robot with a flexible forearm. The second systemd&eplanar robot having the last

two joints passive and a special hinging condition. For both robots, two actuating
inputs are available and motion occurs on a horizontal plane. The reader is referred

to [12] and to [22] for details.
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4.1 A Two-Link Robot with Flexible Forearm

For a multi-link robot displaying link flexibility, typically encountered in long reach
and slender/lightweight arm design [7], the planning of a prescribed reconfiguration
between two equilibrium states to be performed in fixed tirast{to-rest maneuvgr

is a very critical problem. In fact, large and simultaneous motion of the links will
induce oscillations that persist beyond the nominal final completion time.

For a single flexible link, characterized by a linear dynamics, there exist model-
based techniques, such as input shaping [46] or inverse dynamics trajectory de-
sign [3], that allows generating a torque command for rest-to-rest maneuvers. How-
ever, these approaches lead only to partial solutions, since motion time is not a design
parameter for the input shaping method, while motion completion at the giventime is
only approximately realized within the non-causal inversion method of [3]. In [11],
the problem is tackled by finding the closed-form expression of a (scalar) system
output having maximum relative degree, i.e., such that no zeros appear in the transfer
function from the input torque to the defined output. As a matter of fact, this output is
a flat output for the system and the planning problem is solved by fitting to this output
a smooth interpolating polynomial between the start and final rest configurations.

A solution technique for the rest-to-rest problem is not yet available in the case
of a general multi-link flexible robot. However, if a flat output vector were found
(if one exists), the generalization to the nonlinear setting would be immediate. One
such situation occurs in the case of the FLEXARM, a two-link planar robot with
a flexible forearm currently available at the Department of Computer Science and
Automation of University of Rome Three, provided that flexibility of the forearm is
modeled by just one dominant deformation mode.

Dynamic model and partial feedback linearization The FLEXARM has a first
rigid link and a second link that can bend only in the horizontal plane. Due to its
mechanical construction, the forearm can be modeled as an Euler-Bernoulli beam
(with Young modulust and cross section inertig undergoing small deformations.
Let 6, (t) be the angular position of the first link of length and inertiaJ;
(including the first actuator) with respect to the first joint axis. The actuator driving
the second link has magsy, and inertiaJys. The second flexible link of lengtfy,
is modeled as a beam of uniform densitymassms = pfs, and equivalent rigid
inertia with respect to the second joint axis = m2¢3/3. A payload of massn,,
and inertiaJ, can be added at the tip. Defiflg(¢) as the angular position, with
respect to the orientation of the first link, of a line pointing from the second joint
axis to the instantaneous center of mass of the flexible forearm (pinned angle).
The transversal bending deformatiar{z,t) at a pointz € [0, ¢2] along the
second link is described, in the pinned frame, by separation of space and time as

w(e,) = Y 6:()50)

where a finite numben,. > 1 of deformation mode shapeés(z), with associated

deformation coordinateg;(¢), have been used. The mode shapgg:), for i =
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1,...,n., are eigenfunctions (with related angular eigenfrequengjgassociated
to the solutions of a fourth-order partial differential equationddr:, ¢) subject to
suitable geometric/dynamic boundary conditions, and can be computed according
to [2,5].

Starting from this analysis, and using the Lagrange-Euler equations of motion,
the dynamic model is obtained as

B(q)G +n(q,q) + Kq= ST, (32)

with generalized coordinateg = (6,0) = (61,62,01,...,0,,) € R*™™. The
positive definite inertia matri®B(g) has the structure

b11(92, 5) b12(02, 5) b13(02) e b17”€+2(92)
Joy 0 e 0
Blg) = I :
symm 0
1

For later use, we defing = [b13...b1,n, 42 ]T. The nonlinear Coriolis and cen-
trifugal vectorn(q, ¢), quadratic inj, has the structure

n(q,q) = [n1(02,6,0,8) 12(02,8,61) n3(02,01) ... nn 42(02,61)]" .

We define also the subvectors = [ny n]" andns = [n3...n,,12]" . Finally,
the elasticity matrixs is

K = diag {0,0, K5} = diag {0,0, w3, ... w2 },

" ne

while the input matrixS (transforming the motor torques= (71, 72) into general-
ized forces performing work of) takes on the form

01><ne

@/T(O)

S:

s :{1 o 0 ... 0 r.
0 1 ¢1(0) ... ¢,(0)

Itis apparent that the dynamic system (32) has degree of underactuation equal to
ne. As shown in Section 2.3, it is convenient to apply partial feedback linearization
in order to simplify the system equations of an underactuated robot. The dynamic
model (32) can be rewritten in block form as

Bso Bas 9 L |mel L 0| _ T
Bg:s I 1) ns K(;(S a @l(())Tg ’
partitioned according to the dimensionséo&ndé. Solving fors from the second

block of equations, substituting into the first, and defining the global nonlinear
feedback law for- as

_ [(1) bg“qi/(o):| (l:bu gljgbg le;:| l:Z;:| i [Tn—bg (7177;§+K55):|>7(33)
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wherea; anda, are new acceleration inputs, leads to an equivalent dynamic model
in the form:
él = a1
ég = a2 (34)
S = —bsay — (Tl(s + K55) + 913/(0) (b12a1 + Joras + Tlg) .
For convenience, we detail only the expressions of the téimss, no, and

ng appearing in (34), referring the reader to [12] for the remaining dynamic terms
of (32). We have:

bio = Jor + h7ze+1 cos By — Z h;0; sin 0

i=1

bl’i+2:hi(}0592 ’i:l,...,ne
Ne
Ng = hnﬁ+1 sin 92 —+ Z h251 COS 02 9%
i=1
ni+2:hiSiD929% i:l,...,ne,

with Joy = Joo + Jo + Jp + mp€§ and the constant coefficients

12
h; = |:p ¢Z(CL’) d$+mp¢l(€2):|€1 1=1,...,n
0

P, +1 = [mQ% —|—mp€2}€1.

Planning strategy In a rest-to-rest task, the flexible robot should be moved from an
initial configurationg; = (6;, 0) at timet; = 0 to a final configuratiorg; = (6¢,0)
attimet; = T, both undeformed and witfi0) = ¢(T") = 0. We are thus looking
for a vector of command torquest) = (71(t), 72(¢)), defined int € [0, T], that
steers the robot to the goal.

In order to solve this problem, we try to find a two-dimensional output
(y1,y2) having the flatness property. From an operative point of view, one can
select an output vector function and then use the dynamic feedback linearization
algorithm[23] as a computational tool. In particular, we should be able to differentiate
with respect to time the chosen output specific number of times until a two-
dimensional input appears in a nonsingular way. At some steps of the algorithm,
and possibly after a state-dependent change of coordinates in the input space, the
addition of integrators on one of the two input channels could be needed, so as to
avoid subsequent differentiation of the relative input. This extension process builds
up the state of a dynamic compensator. If the total number of output derivatives
performed until the input appears equals the number of states of the flexible robot
plus the number of added compensator states, then the system is flat, namely it has
no zero dynamics and can be transformed via a nonlinear dynamic feedback into two
independent chains of integrators from auxiliary inputs to the chosen flat outputs.
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We present the application of the dynamic feedback linearization algorithm to
the FLEXARM, by taking into account only the first dominant mode of flexible
forearm . = 1). Equations (34) become

b = ay
52 = az
) i
61 = —widi + ¢1(0)Jar(ar + az) + [¢1(0)h1d1 1] R(62) {aﬂ J
having set
o _ |cosfy —sinb,
Y1 =¢1(0)J2r —ha1,  R(02) = |:Sin€2 cos 6 } '

We choose as candidate flat output
=[] = o s

Y2 o +c161 |’

wherec; is a coefficient yet to be defined. Differentiating Eq. (35) twice gives

(35)

ai
)2

dl

g =
[az + 19 (0) Jar(ar + az) — c1widy + [c19)(0)h1d1 c171] R(62) [ !
Both acceleration inputs, anda, appear at this level, but the total number of output
derivatives £ + 2 = 4) does not yet cover the dimensi@(2 + n.) = 6 of the state
space. Therefore, in order to make the matrix weighting the inputsingular, we
can choose the free coefficientas
1

$1(0) 2’
so thatas disappears from the expressionif In order to proceed with output
differentiation, we need then a dynamic extension on the first input channel (i.e.,
a1). In this case, we can directly add two integrators with states denotéd dmyd

13

1= (36)

& =&, o = ay,

a1 :gla
a2 = (g,

37)

wherea = (ai,az) is the new input. As a result of (36) and (37),oecomes
a function ofé,, 6,, 6;, and&; only. The third derivative of the output is still
independent fronav:

&
0t

~6 - cawidy + [l O 01R(6) | &

+[c1¢7(0)h161  c171] R(62) {

+ 0, [c101(0)h1d1 c171] géz

|

20,6,
o
6
&1

|

|
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Thus, through the above expressionsyadind its derivatives, a transformation is
defined from the original stai@,, 6>, 01, 61, 62, 6;) and compensator staté; , &)
to the set of coordinatey, 7, i/, y*!) € IR®.

By differentiating the output once more, we finally obtain

y[4] = A(927617917§1)a + f(9276179.176.27517§17£2)7

where the so-calledecoupling matrixA is

A:{l 0]’
a2 Aa22

with
0
a12 = =1+ [c1¢,,(0)h161  c171] R(62) [J

02

ag9 = w% + [(Cl’yl — (b/l (O)hl) —Cl¢/1(0)h161 ] R(Gg) [51] .
The decoupling matrix is nonsingular iffuss # 0. Under this assumption (see [12]
for a detailed verification), the inversion-based control law defined by the static
feedback from the extended (robptcompensator) state

o = A71(927517917£1) (U - f(92a6179'1a0.2751a€15€2)) (38)

transforms the extended dynamic system into a linear controllable one made by
two independent chains of four input-output integrators from the auxiliary input
v = (v1,v9) to the outputy = (y1,y2), Or

=w. (39)

yl4
Note that (39) represents the whole system, since the total number of output dif-
ferentiations 4 + 4 = 8) equals the number of states of the flexible rolffar

n. = 1) plus the number of added compensator st@{@sn this case). The dynamic
feedback linearizing compensator having as input vecter(v;, v2) and as output

the torque vector = (71, 72) has dimension = 2. The complete expression of
this compensator is obtained by merging (33), (37) and (38).

Rest-to-rest trajectory generation Given the initial state at= 0

01(0) = 014, 02(0) = Ba;, 61(0) =0, 0,(0) = 62(0) = 5,(0) =0
and the desired statetat= T’

01(T) = 615, 02(T) = b2, 61(T) =, 61(T) = 62(T) = 61(T) =0,

by choosingt; (0) = &(0) = & (T) = &(T) = 0, one can derive initial and final
boundary conditions for the reference output trajectary) = (y14(t), y24(t)) and
its derivatives up to the third order. These values can be interpolated by a polynomial
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trajectory of (at least) 7-th degree (one polynomial for each output) defined for
t € [0,T]. Higher-order polynomials can be used in order to achieve a smoother
torque profile at the boundaries.

From (38), (39), setting = y£l4], we have

aq = A7 (024,014,014, E14) (y,[f] — f (624, 014, 014, 02, 51d7£1d7§2d))

where the desired values of the extended state are obtained by inverting the linearizing
transformation, in whicly = y4(t) is used at eache [0, 7.
After substitutions, the nominal rest-to-rest torques are given by

Tid = (blLd - b%37d)§1d + b12,qg 2q + N1, — b13,4 (nS,d + w%(ﬁd)
+ b13,q4 91 (0) (b12,d &1a + Jor g + nz,d)

Toq = b12,0§1,a + J2¢ q2g + N2 g,

where the added subscrippineans that all dynamic model quantities are evaluated
along the nominal state trajectory.

Simulation results The FLEXARM is characterized by the following data:

o 1n—4 moz = 3.118 kg
J= 02 10k M i = 63510~ kg P
BT = 24507 N m? fp=07m (40)
p — ¢Yp —

Jo = 0.1483 kg m?.

The resulting first eigenfrequency of the forearnfis= 3.7631 Hz (w; = 27 f; =
23.6442 rad/s).
We have considered the following rest-to-rest motion task:

01; =02 =0 1y = by = 90° T=2s

For each output component in eq. (35), an 11-th order polynomial, with zero sym-
metric boundary conditions on its derivatives up to the fifth one, has been selected
as desired trajectory. This guarantees also boundary continuity; atandt = T,

of the rest-to-rest torques and of their first time derivative.

The results in Figs. 11-13 indicate a natural behavior, with bounded deformation
in the linearity domain and maximum torques within the actuators capabilities. In
particular, two interesting variables for the flexible forearm are the clamped joint
angled.. = 0>+ ¢}(0)d1, which is the angular position that can be directly measured
by an encoder at the joint, and the tip angle = 62 + (¢1(¢2)/¢2)d1, which is the
angle between a line pointing at the forearm tip andittais of the pinned frame. In
the first half of the motion the clamped angle leads over the second output reference
trajectory and the tip lags behind, while the situation is reversed in the second half.
The maximum transversal displacement at the forearm tip is about 12 cm.
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thetal theta2c vs tip angle

0 02 04 06 08 1 12 14 16 18 2 0
s

Fig. 11. Motion of first link variabled; (left) and of the clamped joint angte. (—) and tip
angley;s (- -) of the flexible forearmright).

delta u1, u2

0 02 04 06 08 1 12 14 16 18 2 “o 02 04 06 08 1 12 14 16 18 2
s s

Fig. 12. Evolution of the deformation variablf (¢) of the forearm left) and computed rest-
to-rest torquesq (—) andrzg (- -) (right).

An extension to the case of multiple modesThe above analysis shows that the
output (35) (or its natural generalization with = 6> +> """, ¢;4;) cannot be flat for
the FLEXARM, whenn, > 2 deformation modes are considered. This is because
one can eventually solve (at least locally) for the auxiliary input (o, ) at
a differential order that is ‘too low’ for achieving linearization of thal statevia
dynamic feedback. In fact, the existence of a flat output:fol 2 modes is still an
open problem. Nevertheless, it is still possible to design a simple planning algorithm
that solves the rest-to-rest motion problem using the following arguments.

The starting point is again the partially feedback linearized model (34), with a
generic number of,, > 2 flexible modes. For a desired reconfiguration of the robot
in a fixed timeT’, one can split the task in two phases:

I. Move the first link (rigid variable,) to the goal position (withd; = 0) in
time 77 < T while keeping thed, variable at its initial rest value. This can
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Fig. 13. Stroboscopic view of the FLEXARM (with. = 1 deformation mode) for a rest-to-
rest motion ofl’ = 2 s.

be achieved, for instance, using a fifth-order polynomial for the acceleration
a1 (t) and settinguo(t) = 0, for ¢t € [0,7}]. At the end of this first phase, the
deformation state of the forearm is denoted&s ') # 0

Il. Inthe second phase, of durati@h = T'— T}, we seta; (t) = 0. The dynamics
of the flexible robot (with the first link at rest) becomes linear,

ég = az (5 == 7K55 + @/(O)Jgt as,

beingns = 0 andn, = 0 for 6, = 0. This is the dynamics of a one-link flexible
arm, so that the method in [11] can be applied for planning the remaining state-
to-rest reconfiguration that completes the task. In particular, this is obtained by
using a polynomial functionll(¢) of sufficiently high order that interpolates
the proper boundary conditions,tat 77 andt = T, for the scalar output

Ne Ne 2
1 W3
yo=02+ Y b c=-— —,
il Z J204;(0) 1—[1 wi —wf
]:
J#i

which is in fact a flat output for the forearm subsystem.

Using the same data in (40) for the robot and taking into account 3 flexible
modes, we have considered the following rest-to-rest motion task:

t1; = 0 = 0, 015 = O = 90°, T=5s

The switching time between the two phase&is= 3 s. In the obtained results of
Figs. 14-15, the two motion phases and the larger deformation occurring during the
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second phase are clearly shown. During phase I, the forearm overshoots and then
comes back to the desired position at the prescribed final time. Note that the second
torque in phase | keeps the rigid motion component of the second link at rest, while
the first torque in phase Il keeps the first link at rest.

thetal, theta2 delta
1401 0041

Fig. 14.Variablesd; (—) andé- (- -) (left) and deformations; (¢) of the forearm fight) for
a two-phase rest-to-rest motion with = 3 flexible modes.

o 05 1 15 2 25 3 35 4 45 5 = -08 -06 -04 -02 0 02 04 06 08 1
m

Fig. 15. Computed rest-to-rest torques; (—) andmzq (- -) (left) and stroboscopic view of
the FLEXARM (right) for a two-phase motion df' = 5 s withn. = 3 flexible modes.

4.2 A Planar Robot with Two Passive Joints

Robots with passive joints are purposely designed for saving the cost of actuating
each degree of freedom of the mechanical structure or are the result of the occurrence
of actuator total failures.
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For robots with just one active joint and one or more passive joints, planning
of a reconfiguration is in general still an open problem. Existing results are based
on the design of stabilizing nonlinear feedback control, thus achieving only an
asymptotic planning strategy for reaching the goal configuration (possibly, with
an exponential rate of convergence). Examples of this kind can be found in [15]
and [13], respectively, for a 2R and a PR robot with only the first (rotational or
prismatic) joint actuated.

When there are at least two actuated joints, more planning results are available.
A case study that obtained large attention is the planar 3R robot with the last passive
joint. The so-called center of percussiqi©P) of the third (passive) link has been
used for solving rest-to-rest motion problems in [1] and in [16]. In particular, in [1]
the planning strategy consists of a sequence of translational and rotational (around
the CP point) motions of the third link, while [16] use the fact that the CP position is
a flat output for the system. Thanks to partial feedback linearization (see (15)), this
result applies whatever is the type of the first two actuated joints. More in general,
the CP position of the last link is a flat output for a planar robot witinks having
the firstn — 1 > 2 joints actuated and a last passive rotational joint [17,41] (with or
without gravity).

There are few planning results for robots with passive joints having degree
of underactuation larger than one (i.e., with at least two passive joints). The only
sufficiently general case that has been tackled so far is that of a planar robot with
n > 4 links having the first two joints actuated and the remaining 2 passive
rotational joints. Under a special hinging assumption, namely that each link has the
following passive joint axis located at its center of percussion, it has been shown that
the CP position of the last link is a flat output for the system [34]. The sequential
planning algorithm of [1] has been extended in [45] to this case, while the flatness
approach has been detailed in [22]. We summarize here the results of [22] for the case
n = 4, characterizing also potential dynamic singularities that should be avoided at
the planning stage.

Dynamic model and partial feedback linearization We consider the XYRR robot

in Fig. 16, a planar structure in the horizontal plane having the two joints proximal
to the base can be any combination of prismatic or rotational actuated joints while
the two distal joints are passive rotational joints. The degree of underactuation is
thus equal to two. It is assumed that the fourth link is hinged exactly at the center
of percussion (CP of the third link, which is the same special condition used
in [34,45].

The dynamic model of the robot can be derived using the standard Lagrangian
formulation. With reference to Fig. 16, and in view of the use of (15) before attacking
the planning problem, we shall define the generalized coordinates-d§.,, ¢.) =
(z,v, g3, q4), Where(z, y) are the Cartesian coordinates of the base of the third link
while g3 andg, are the absolute orientations of the last two links with respect to the

5 The center of percussion of a uniform link of lendthotating around one of its end is
located at a distanc /3 from the axis of rotation.
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Fig. 16.A general underactuated XYRR robot.

z-axis. Denote by; andd;, respectively, the length of theth link and the distance
between the-th joint axis and thé-th link center of mass. Moreover, the distance
between theé-th joint axis and the center of percussion,@Pthe-th link is

myd;

wherem; andI; are, respectively, the mass and the centroidal moment of inertia of
thei-th link. In particular, because of the special hinging condition, we kave i3.

After partial feedback linearization, the robot dynamic equations take on the
form

T = ay

§=ay
I3Gs + A34C34Gs = S3a5 — C3ay — A3483447
lscsads + kadiy = saa; — caay + 1383443,

(41)

where we have set for compactness= sing;, ¢; = cosq;, ;; = sin(q; — ¢;),
Cij = cos(qi — Qj) (’L,j = 3, 4) and/\34 = m4l3d4/(m3d3 + m4l3). Note also that
the last two equations have been conveniently scaled here by constant factors.

Planning strategy In a rest-to-rest task, the robot with passive joints should be
moved from an initial configuration; = (z;,yi,qsi,q4:;) at timet; = 0 to a
final configurationgy = (xr,yy, qss, qar) attimet, = T, with ¢(0) = ¢(T) =
0. Starting from the equivalent model (41), we are thus looking for a vector of
acceleration input commandst) = (a,(t),a,(t)), defined fort € [0,77], that
steers the robot to the goal.

In order to solve this problem, we use the known flatness property of system (41).
As mentioned above, the Cartesian position of, GRe center of percussion of the
fourth link, is a two-dimensional flat output:

Y1 x +l3c3 + kycy
= . 42
[Z/J {y+1333+k434} (42)
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Following the dynamic linearization algorithm, we need to differentiate six times the
output (42) before we can solve (at least locally) for an auxiliary two-dimensional
input. In doing so, a dynamic extension by one integrator and an additional static
feedback transformation is performed at each step, starting from the second order
of differentiation (acceleration level). The dynamic extension on a single channel
avoids, as usual, subsequent differentiation of the relative input, whereas the feedback
transformation is needed here because the intermeg@iat@) decoupling matrices
are singular but have all non-zero entries (see [22] for further details).

The algorithm produces a total addition of four integrators, with states denoted as

&1, ..., &4 We obtain then a dynamic linearizing compensator of dimensien,
with state equations

G=6

e

5.2 &s Q4.2€1 . 43)

§3 =28 12458 — pilsads&a

§a=u1+dqs— (43 — qa)da
and output equation

1 (ks — Asacay .2) .9
Qy — | ——=& +k +1
[a = R(q3) | caa < k4 — X34 S+ kads 30| (44)
Y U

whereR(qgs3) is a planar rotation matrix and we have set

S34 §1 )
tyy = 2 ==l
M e P b=
¢ . ) .
@Z,:E & =243 & — 3tzg o+ 3Gs &3 — tag &1 .

3y
The signalsu; anduy are obtained by inverting, at the last step of the algorithm,
the expressions of the sixth-order output derivatives in terms of an auxiliary input
v = (Uh UQ):

U] = C4V1 + S4V2

l . N (45)
Uy = i’ (641}2 — 5401 — qu&a + (43 — Ga) — o + W) :
where
I3+ A34c34 .9
o=t _ .
34 <l3(k;4 = o) &+ CI4>

Under the action of the dynamic compensator (43), (45), the robot system has been
made equivalent to the linear and controllable form

6] v
Ys V2
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Stroboscopic motion of the third and fourth links Arm motion

<<<<<

Fig. 17. Stroboscopic motion of the last two linkkeft) and of the whole 4R underactuated
robot ight).

i.e., two decoupled chains of six integrators each. The total number of output deriva-
tives 6 + 6 = 12) equals the dimensio2n + v of the extended state space. The
linearizing algorithm defines also, in the intermediate steps, a transformation between
the robot and compensator states;, £) € IR'> and(yy, yo, 51, 32, - . ., i, yl) €

IR'2. This transformation or, equivalently, the dynamic compensator (43), (45) in-

clude however some singularities.

Rest-to-rest trajectory generation Planning a feasible trajectory on the equivalent
representation (46) is a smooth interpolation problem for the flat o(gpug-), the
position of the center of percussion of the fourth link, with appropriate boundary
conditions on the output derivatives up to the fifth order.

The above planning procedure is valid only if the following regularity conditions
(compare with the denominators in (43) and (45)) are satisfied throughout the motion:

C34 75 0 and 'l/) # 0.

These conditions can be given an interesting physical interpretation. In particular,
cs4 # 0 means that the third and fourth link should never become orthogonal, while
1 # 0 holds as long a&;, the acceleration of the Gpointalong the fourth link axis

does not vanish during motion. Besides, siéite- ij7 +ij3, this regularity condition

can be checked directly from the planned trajectory for the linearizing outputs. In
order to avoid both types of dynamic singularities, the boundary conditions for the
compensator statéy(, {2, 3, £4) should be suitably selected at the planning stage.

Simulation results We have considered a 4R underactuated robot with the following
(purely kinematic) data for the last two linkg:= k3 = 1 m,ly = 1m,ky =2/3m,

and A3z, = 1/3 m. The first two links have length = 3.5 m andl; = 2.5 m. The
rest-to-rest motion task is defined by

qi = (xivyiaql’)ivqéli) = (1; ]-7077T/8) [m!m;radrradz]
qf = (xfayf>q3f7q4f) = (17270771—/4) [m,m,rad,radJ
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Fig. 18. Evolution of the auxiliary input$:, v2 (left) and of the acceleration inputs., a,
(right).

with motion timeT = 10 s. For each output component in (42), an 11-th order
polynomial trajectory has been chosen. The boundary conditions of the associated
interpolation problem are evaluated using the initial/final robot state and the ini-
tial/final dynamic compensator state. This second set has been chosen symmetrically
as

(&1is €20, E3ir Eai) = (E1p, Ea. &35, €ar) = (0.1,0,0,0) [m/s?,m/s*,m/s',m/s’].

The stroboscopic motion of the last two links and of the whole 4R robot are shown in
Fig. 17 (the third and fourth link are represented only until their center of percussion).
The two last links undergo a counterclockwise rotatio3@°, while the first two

links never cross a stretched or folded kinematic singularity. The evolution of the
auxiliary inputv = (v, v2) (namely, the sixth-order time derivatives of the planned
output trajectory) and the robot acceleration inpet (a., a,) are shown in Fig. 18.
Although dynamic singularities are avoided, the acceleration inputs undergo a sudden
amplification wherg; drops close to zero (its minimum positive value is about 0.05
just aftert = 8 s).

5 Conclusion

In this chapter, two general robotic planning problems have been considgred:
planning a transfer motion between two given configurations for kinematic sys-
tems subiject to first-order nonholonomic constraints, @hglanning a rest-to-rest
trajectory between two given equilibrium states for dynamic systems subject to
second-order nonholonomic constraints.

We have presented planning strategies that rely on two general nonlinear con-
trol tools: iterative steering (using nilpotent approximations) and dynamic feedback
linearization (or flatness). These solution approaches have been illustrated on non-
standard case studies, including two non-flat kinematic systems (the plate-ball ma-
nipulation system and the two-trailer mobile robot with non-zero hooking) and two
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flat dynamic systems (a two-link robot with flexible forearm and a planar underac-
tuated robot with two passive joints).

The proposed methods provide some further benefits from the control point of
view. lterative steering has intrinsic properties of robustness against perturbations.
We have shown here that error contraction along the iterations can be enforced also
in the presence of uncertainty in the system parameters. The same is clearly true
when an exact planner is known for the nominal case (e.qg., for a flat or chained-form
transformable system), but its iterative application is needed in order to robustify
the planner with respect to perturbations (see [40]). Dynamic feedback linearization
leads instead to a straightforward (linear) design of a trajectory tracking controller,
with global exponential convergence to the planned trajectory when starting with an
initial state error (see [17,22]).

From the application point of view, the presented case studies suggest several
extensions that need further research. One example is the inclusion of obstacles in a
kinematic setting (the completeotion planningoroblem). Noticeably, an advantage
of iterative steering is the possibility of shaping the system trajectory during the
generic iteration through the choice of an (overparametrized) open-loop command
that allows collision avoidance. As for dynamic underactuated robots, the planning
problem for systems with degree of underactuation greater than one is still open in
general. We have presented a possible two-stage solution for the two-link flexible
robot having multiple deformation modes (equal to the degree of underactuation) in
its forearm. Indeed, the search for a flat output (if one exists) is a challenging issue
in this case, as well as in more general instances of robots with multiple flexible
links. Similarly, the removal of the special hinging hypothesis for planar robots with
two or more passive joints is of interest. Furthermore, non-planar case studies of
underactuated robots are absent in the literature.

Various control theoretical aspects that deserve deeper analysis arise in connec-
tion with the presented planning methods for nonholonomically constrained robotic
systems: the handling of singularities in the dynamic feedback linearization ap-
proach, the use of global non-homogenous nilpotent system approximations, and
technical advances in the nilpotent approximation of systems with drift (see [15] for
some preliminary results).
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