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Abstract. Performance, dependability and quality of service (QoS) are
prime aspects of the UML modeling domain. To capture these aspects
effectively in a modeling language requires easy-to-use support for the
specification and analysis of randomly varying behaviors. This paper
introduces an extension of UML statecharts with randomly varying du-
rations, by enriching a specific syntactic construct: The “after” operator
is equipped with (discrete or continuous) probability distributions, deter-
mining the duration of the delay caused by this operator. The semantics
of this extension is given in terms of a variant of stochastic automata. It is
shown how existing model-checking tools can be used to calculate model-
inherent QoS characteristics automatically. We study a UML model of
an automatic teller machine scenario using this approach.

1 Introduction

Background and Motivation. The UML is pervading many challenging engineer-
ing areas including real-time and embedded system design. Embedded systems
designers are usually facing various challenges if they strive for systems with
predictable quality of service (QoS). Most QoS aspects of current embedded sys-
tems are time-related features and properties. They are usually referred to as
soft real-time constraints, and are of stochastic nature. To incorporate these
constraints in the embedded systems design process is a challenging issue [22]:

— System dynamics is becoming ever more complex, making it more and more
difficult to properly predict the QoS.

— The trend to networked embedded systems raises issues like message buffer-
ing, inter-dependencies due to media sharing, and communication character-
istics, all influencing the system QoS.

— Applications involve more and more non-functional features in the form of
multimodal interfaces and multimedia support, having impact on the QoS.

A workable modeling and analysis approach to embedded system QoS is based
on the observation that networks, interfaces, and even circuits on chips [9]33]

* Parts of this work was achieved during the Dagstuhl seminar 03201 ‘Probabilistic
Methods in Verification and Planning’ held at IBFI Schloss Dagstuhl in April 2003.
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can be understood and modeled as discrete systems exhibiting some form of
stochastic behavior, such as error rates, response time distributions, or message
queue lengths.

Mathematically speaking, the QoS characteristics of a given embedded sys-
tem induce families of stochastic decision processes, e. g. Markov chains or semi-
Markov decision processes. However, these mathematical objects are too fine
grained to be directly specifiable by an embedded systems designer. Therefore,
one must rely on modeling techniques and tools for stochastic processes. While in
principle the UML provides the right ingredients to model discrete event dynamic
systems, it lacks support for stochastic process modeling. This issue has been
addressed in both the UML profile for schedulability, performance and time [31],
and in the draft UML profile for modeling QoS and fault tolerance [30]. These
profiles suggest annotational extensions of UML providing means to specify per-
formance, dependability and QoS characteristics at various levels. However, the
vague semantics of the UML and of its annotational extensions drastically ham-
pers QoS analysis: It is simply impossible to distill a faithful performance or
QoS quantity from a stochastic (decision) process that is only partially defined.
This means that model-based QoS prediction is only possible for UML fragments
with a rigid formal semantics.

In this paper, we attack this problem for UML statecharts. We provide a
formal semantics of an extension of UML statecharts, the extension being both
simple and easy to understand, yet powerful enough to model a sufficiently rich
class of stochastic decision processes. The extension is twofold. One extension,
first introduced in [20], allows state transitions to select probabilistically out
of different effects, much like the rolling of a die can have one out of six ef-
fects, determined probabilistically. The second extension is novel, yet simple
and conservative: The “after” operator of statecharts is given a stochastic inter-
pretation, allowing the use of arbitrary probability distributions for modeling,
such as EXP[10 min] for a negative exponential distribution with a mean of 10
min, or UNIF[10 h, 15 h] for a uniform distribution in the interval from 10 to 15
hours. The resulting statecharts dialect is called STOCHARTSs, and contains UML
statecharts (up to some minor features such as deferred events) as a subset.

Ezxample 1. Consider the following workflow model of a car damage assessment
by an insurance company. In the damage assessment it is decided whether a
damaged car should be repaired and whether the garage offers an acceptable price
for the repair. To assure customer satisfaction, the insurance company imposes
the following QoS requirement: “In at least 95 % of the cases, an entire damage
assessment takes less than 4 days.” The damage assessment is split in several
mandatory and optional phases which take varying times, and in summary delay
the repair of the damaged car. In Fig. [l the damage assessment is succinctly
modeled by a STOCHART. Once a workflow starts, the damage assessor contacts
a garage. The time this step takes may vary, and it is modeled by an “after”
operator parameterized with a negative exponential distribution having a mean
duration of one minute. After completion of this delay, the conversation may lead
to one out of two outcomes, which are modeled probabilistically. Either a physical
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Fig. 1. Damage assessing process

assessment date is negotiated (with probability 0.3), or a phone assessment is
carried out (with probability 0.7). This behavior is modeled graphically by using
a (®-pseudonode, a drawing aid inspired by the (©-pseudonode of [15]. With this
probabilistic choice we abstract from a detailed analysis of the reasons that
lead to the decision. Dependent on the decision taken, the assessment continues.
With the above explanation, the subsequent intuitive behavior should be self-
explanatory.

Technical Merits. To make STOCHARTSs a useful tool in QoS modeling and pre-
diction, requires more than a simple extension of UML with an intuitive inter-
pretation. In order to support model-based QoS prediction, a formal mathemat-
ical interpretation is indispensable. Otherwise, model-based calculations are not
trustworthy. Concretely, we needed to solve various challenges which we report in
this paper: (i) The semantic model associated with STOCHARTs needed to be de-
fined together with semantic mapping which conservatively extends the standard
semantics. As in [20], we take as a representative the requirements-level seman-
tics of Eshuis and Wieringa [12], which is based on the Statemate semantics [16]
and its formalisation by Damm et al. [10)]. We have chosen the requirements-level
semantics because it is simple and matches our intended use of the UML closely.
(ii) In order to associate a stochastic interpretation to collaborative collections of
statecharts embedded in arbitrary environments, we provide a compositional se-
mantics, which uses concepts from Input/Output (I/O) automata [26]. (iii) Our
semantic embedding, though rather parsimonious in its scope (just one operator
is touched), exploits lessons learned in a decade of research in formal specifica-
tion of stochastic processes, rooted in the seminal works on stochastic Petri nets
[1)2], stochastic process algebra [T4lI8] and probabilistic automata [32]. (iv) We
provide experimental evidence that this approach can be used for modeling and
model-based prediction of interesting QoS quantities. The QoS characteristics
of an automatic teller machine scenario are modelled in the UML extension and
the user-perceived QoS is predicted using model-checking. Other model-based
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techniques can equally well be applied for QoS prediction, such as simulation or
numerical analysis.

Related Work. Quite some research has been devoted in recent years to enable
QoS analysis from UML. Several authors have suggested mappings of statechart
fragments onto stochastic Petri nets variants [6]19123[25], of which the syntax
suggested by Lindemann et al. [25] is most similar to ours. This approach does
not consider nondeterministic phenomena, while we do. Others have linked to
process algebra [28]]. Closest to our work is the work reported in [13], since
both approaches use variations of stochastic automata as semantic models. In
their approach, however, clocks appear as syntactic entities, and are explicitly
referenced in the syntax. Our approach instead keeps the syntax unchanged,
while timers are used under the hood. Furthermore, we do not limit standard
UML statecharts in any way.

Organization of the Paper. Sectionlintroduces our statechart dialect. Section Bl
introduces the semantic model, and Section Ml describes a mapping from STO-
CHARTSs to this model. A larger example of using STOCHARTs in modeling and
analysis is presented in Section[d. Section[@ concludes the paper. In the remainder
of this paper, we assume familiarity with basic probability theory [29].

2 StoCharts

This section describes our syntactic extensions to UML statecharts together with
their informal interpretation.

UML Statecharts. A (simple) UML statechart consists of

— a set of Nodes, organized as a simple typed tree where nodes are of type
‘basic’ (leafs), ‘and’ , or ‘or’. The root node and children of ‘and’ nodes are
of type ‘or’. Each ‘or’ node has a distinguished, initial child node.

— a set of Events with the distinguished element 1 denoting “no event re-
quired”.

— aset Vars of (typed) variables or attributes together with an initial valuation
Vo : Vars — D, assigning initial values to the variables. Here D subsumes
the domains of all variables.

— a set Fdges of edges. Each edge connects a set of source nodes to a set of
target nodes, and is labeled with an event, a guard (a Boolean expression),
and a (possibly empty) set of actions (assignments to variables or sending
messages to other objects).

For analysis purposes, we assume that all these sets are finite and that variable
domains are restricted to bounded integers only.

Our Enrichment. We propose to extend statecharts as follows: an “after” oper-
ator is considered to indicate random delays, and the notion of edges is refined
into probabilistic edges (P-edges) to handle discrete probabilistic branching. The
latter concept has recently been introduced by us in [20].
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— Like an event, the after-operator acts as a trigger of an edge (or a P-edge) and
has as parameter a cumulative distribution function F where F'(t) determines
the probability to wait at most ¢ time units.

— A P-edge is a tuple (X, e, g, P) where X is a non-empty set of source nodes,
e is either an event or an after operator, g is a guard, and P is a function
assigning probabilities to pairs consisting of a set A of actions, and a non-
empty set Y of target nodedI. P(A,Y) denotes the probability of selecting
target (A4,Y).

To simplify matters, P-edges are indicated by numbers, i.e., we use a bijective
index function ¢ to identify P-edges. When ¢(j) = (Xo, €o, g0, Po), we write ¢(j).X
for Xo, ¢(j).e for eg etc. We also number STOCHARTs. A STOCHART numbered
i is indicated by the tuple (Nodes;, Events;, Vars;, PEdges;). A P-edge can be
projected to a set of ordinary edges in the following way: an edge is a triple
(4, A,Y), where j identifies a P-edge such that (A,Y") is assigned a positive
probability, i.e., P(A,Y) > 0.

The scope of an edge (j, A,Y) is the smallest (in the parent—child-hierarchy)
node that is not affected when the edge is executed. That is, it is the smallest
node of type ‘or’ that contains both the source nodes ¢(j).X and the target nodes
Y. We require all edges (with probability > 0) belonging to a P-edge to have the
same scope. This may be understood as: “arrows from a P-pseudonode that cross
node borders — like inter-level transitions — should be avoided”. This restriction
slightly limits the expressiveness, but eases the semantics considerably. See [20]
for an extensive discussion of this issue as well as an alternative, unrestricted
semantics.

Drawing P-edges. A P-edge consists of two parts: an arrow labeled with an
event and a guard directed to a P-pseudonode (denoted ®) from which several
arrows to target nodes emanate, each labeled with a probability and an action
set. For example, the statechart in Fig. [[] contains a P-edge that starts in node
Contacting garage and allows to choose between the targets Phone assessment and
Evaluate assessment date. P-pseudonodes are omitted in case the P-edge consists
of a single edge that occurs with probability one.

Intuitive Interpretation. The STOCHART is always in some state which consists
of one or several nodes. A P-edge may be taken (i. e., is enabled) if all its source
nodes are part of the current state, its guard holds, and if either its event happens
or the delay associated with its after operation expires. Nondeterministically an
enabled P-edge is selected (or a number of non-conflicting ones), and its discrete
probabilistic choice will be resolved. Once the selected edge is taken, its actions
are executed, and its target nodes will be entered. On entering a node with
an outgoing P-edge labeled with an after(F') operation, a sample is taken from
distribution F and a timer is set accordingly. The corresponding outgoing edge
becomes enabled once the timer expires.

! Formally, P is a probability measure on the discrete probability space (P (Actions;) x
(P (Nodes;) \ {2}), P).
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3 Underlying Transition Model

The formal semantics of STOCHARTs is defined in terms of an extension of
labeled transition systems, basically automata with locations representing the
possible configurations of the system, and transitions between locations repre-
senting the system’s evolvement. These transition systems are equipped with
timers to model probabilistic delays, and with a set of actions to model system
activities. The use of timers in transition systems is very much in line with the
use of clocks in, e.g., timed automata [4J27]. While clocks in timed automata
run forward at the same pace and are always reset to 0, our timers are initialized
by sampling a probability distribution and run backwards, all at the same pace.
On the other hand, timers are always checked for expiration (i.e., is the timer
equal to zero?), while clocks can be checked in complex conditions.

Input and output actions are distinguished to allow for the composition of
transition systems, like in I/O-automata [26]. Three types of transition relations
are used: input transitions, output transitions, and delay transitions, the latter
being enabled once a timer expires. Whereas input and delay transitions are
standard ternary relations (input is even a function), the output transition re-
lation is probabilistic. Like in I/O-automata we assume input-enabledness, i.e.,
in each location any input can be accepted. The resulting model, a stochastic
I/0-automaton (10sA, for short), is a tuple (L,ly, T, A, 1,0, A) consisting of:

— a set L of locations with initial location Iy € L.

— aset T of timers such that each timer ¢ has an associated cumulative distri-
bution function (cdf) F;.

— a set A of actions, partitioned into inputs A™ and outputs A4°".

— an input transition relation, described by the function I : L x A™ — L.

— a probabilistic output transition relation O C L x Prob (A°" x P (T) x L).

— a delay transition relation A C L x 7 x L.

Ezample 2. Figure Bldepicts an TosA modeling the behavior of a bank from the
perspective of an automatic teller machine (ATM). Output, input and delay
transitions are labeled o:, i:, and d:, respectively. The ATM sends a request
(action request) to check whether a certain withdrawal is allowed; from the bank’s
point of view, this is an input. It needs some time to check the allowance; this
is modeled by setting a timer t and waiting until it expires. If the outcome of
the check is positive, the ATM may request to actually withdraw the money
from the account (withdraw). If the ATM sends a withdrawal request without
allowance, the bank moves to an error state.

Informal Semantics. The interpretation of I0SA uses similar ingredients as the
semantics of timed automata [4]. In fact, JOSA are symbolic representations of
infinite (probabilistic timed) transition systems [I1] where a state consists of
a location and a timer valuation, recording the current value of each timer.
We only present the intuition behind this interpretation; its formalization can
be found in [2I]. The behavior of the I0sA begins in its initial location, with
every timer being set to a random sample drawn according to its associated
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i: request

1
i: request | Preparing | ©0: sett . d:t Check o: 0.98, allow | Check
N °
dle to check hd Checking finished positive
i withdraw i withdraw i: withdraw i: withdraw 0.02. den
.02, y
Error
i withdraw

Fig. 2. Stochastic I/O automaton of the bank behavior

distribution. In each state, one enabled transition may be selected for execution.
Only if no transition is enabled, time may pass until some transition will be
enabled (if any). An output transition is always enabled, an input transition
is enabled only if its input action is offered by the environment, and a delay
transition is enabled only if its timer has expired (i.e., has reached value zero).
If input action a is offered in location I, the unique next location is I(l,a). If
timer ¢ expires in location [, delay transition (,t,1’) may be taken and results in
moving to I’. Output transitions are slightly more involved. To take an output
transition emanating from location I, first a probability space P with (I, P) € O is
nondeterministically selected. Subsequently, one of the possible targets (a, T, 1)
in P, is probabilistically chosen. On taking this transition, action a is generated,
all timers in set T are reset and the system evolves to location I’.

Composition. Compositionality is of utmost importance to enable the use of
IosA in arbitrary embedding contexts. That is to say, each of our extended stat-
echarts can be embedded in any environment, and the semantics of their com-
posite behavior can simply be determined in a modular way. This approach even
allows the embedding environment to be specified using a different specification
technique provided its interpretation can be given in terms of stochastic I/0O-
automata. This differs from our earlier approach [20] where we only considered
system randomness for which a closed system approach suffices.

In a network of I0SA one automaton is selected (nondeterministically) to
take an output transition. This output action immediately triggers correspond-
ing input transitions in the other automata. (By input-enabledness, each au-
tomaton can react to the output.) The composite automaton accepts input
action a if all its components do so. Conversely, the composite automaton
takes a delay transition, if one of its components does so. Composition is de-
fined as a binary operator; as this operator is associative, it can easily be
generalized to finite collections of 10sA. For 10sA; = (L;, 1o, Ti, Aiy i, Oi, Ay)
(with ¢ = 1,2) with A" N A" = &, their composite automaton, denoted
Tosa; ® TosAg = (L, 1y, T, A, 1,0, A) is defined bygp

— L = Ly x Ly with initial location ly = (Io,1,l0,2)

- T=T1UT;
2 To simplify the notation, we extend I; and I» by ILi(li;a)=1; if a & A;.
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— A=Ay U Ay, where A" = A" U A" and A™ = (AP U AP) \ AU,
— [ is the smallest relation defined by the rule:
a€ A"
I((l1,12),a) = (I1(l1, a), I2(l2, a))

— O is the smallest relation defined by two symmetric rules. We only give the
rule where 10sA; takes the initiative for output:

(11, P1) = (ly, (A3 x P (T1) x L1, P1)) € O
((ll,lz),P) = ((ll,lg), (Aout x P (T) X L,P)) €0

where P is the probability measure defined by:
P({(Q,T, (117]2(12? a)))}) = Pl({(a7T7 ll)}) ifae Acl)Ut and T C Ty

and P({w}) = 0 otherwise.
— A is the smallest relation defined by the two rules:
(lh,t,17) € Ay (Ia,t,15) € Ay
((llle)vtv (lllaIZ)) €A ((llle)vtv (llalé)) €A

Related Models. As already mentioned, I0sA are inspired by timed (I/O) au-
tomata [4)27] and probabilistic automata [32]. From another perspective, Iosa
extend stochastic automata [11] with discrete probabilistic branching and input-
output communication. Another strongly related model is probabilistic I/O au-
tomata (PIOA) [34]. The main differences between I0sA and PIOA are: All
clocks in the latter are governed by negative exponential distributions, while
Iosa allow arbitrary distributions. (Despite their name PIOA include stochastic
timing.) All choices in PIOA are probabilistic, while TosA also allow nonde-
terministic choice. Consequently, a composite PIOA chooses the automaton to
produce an output in a probabilistic manner rather than in a non-deterministic
manner. Each probabilistic I/O automaton with deterministic input (and no in-
ternal actions) can be mapped to an equivalent 10SA; the reverse, however, is
not true.

4 Formal Semantics

We first describe how for an individual STOCHART, steps are selected and exe-
cuted, and then consider the semantics of a collection of STOCHARTS.

How to Construct a Step for a Single STOCHART. A configuration describes the
most important part of a STOCHART. Configuration C; of STOCHART SC; is a
set of nodes containing: the root node, one child for each ‘or’-node in C;, and
all children of all ‘and’-nodes in C;. The set of configurations of SC; is denoted
Conf,. A location of SC; is a triple (C;, I;, V;) with configuration C;, event-set
I; (to which still has to be reacted) and valuation V; : Vars; — D. The set of all
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valuations of SC; is denoted Val;. The validity of guard g in a location depends
on the configurations C,... ,C), and the valuations V7,... ,V,,. We denote by
(C1..m, Vi..n) F g that g holds.

The set PT of P-edges to be executed has to obey a couple of requirements:
all P-edges in PT must be enabled, they must be pairwise consistent, obey
the priority constraints, and, finally, PT must be maximal. For a more detailed
description of these requirements, see [12J20]. The following algorithm constructs
PT, and probabilistically selects a step from it: Assume that the current location

of SCl is (Ci711', V;)
1. Calculate the set EnP(C;, I;, V;) of enabled P-edges. P-edge j is enabled iff:

2. Calculate PSteps(EnP(C;, I;,V;)), where PSteps(E) (for E C PEdges;) con-
tains all maximal, prioritized, consistent sets of P-edges C E.

3. Select nondeterministically a set of P-edges PT of PSteps(EnP(C;, I;, V;)).

4. Draw samples from the probability spaces of the P-edges in PT', resulting in
a set of edges T (called a step).

The second and third phases are similar to the nextstep-algorithm in [12]. The
last phase can be described by a discrete probability space over P (Edges;). Its
probability measure P is a function on sets of sets defined as follows. For any
selection of A; and Y; (for j € PT),

P({{(j, 4, Y;) | € PT}Y) = [T (()-P){(4;,Y))})

JEPT

and P({w}) = 0 otherwise. Subsequently, the selected steps (in the last phase)
are executed. For a single STOCHART this amounts to update the variables and
events that occur in the activities and to determine the new state.

How to Construct a Step for a Collection of STOCHARTs. Actions of one
STOCHART may influence events of other STOCHARTs. This is reflected in
the step execution of a collection of STOCHARTs. The collection of STO-
CHARTs (Nodes;, Events;, Vars;, PEdges;)_; is mapped to a single Iosa
(L,1o,C, A 1,0, A) as follows:

— L= X Conf,; x P (Events;) x Val;

i=1
— lo=1(s01,---,S0n), where so; = (Co,, D, Vo) is the initial location of SC;
— For each P-edge ¢;(j) with label after(F;;), there is a timer ¢;; € T with cdf

—AinzP(

n
1=

Eventsi> and
1
n

At =P ( U {ie|3(,AY) € Edges;, : send ie € ANi & {1,... m}})
k=1
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— I is the smallest relation defined by the rule:

EcA
(Ci, I, Vi), 25 (Cy I, U (E N Events;), V)™,

— If PT; = (P (Edges;), P;) € PSteps(EnP(C;,1;,V;)) for each i, then ((C;, I,
V)1, (Ax P (C) x L, P)) € O, where P is the probability measure defined
by:

n
P({(Ea T7 ExECUte(Ol...na Tl...’ru ‘/ln))}) - H Pl({Tl})
where F is the set of events that are sent to the environment:

U{ze|3],AY)ET;€ sendiec ANig{l,...,n}}

and T = {t;; | ¢;(j) becomes enabled}. Let P({(E,T,w)}) = 0 otherwise.
— A is defined by the rule:

X CC, Lio(j) = (X, after(F}, ;), 9, P) € PEdges;

I, = I, U{after(F, ;)}  Vi#io:I; =1,

t;
(Ci, I, Vi)pey =25 (C I Vi)
for some ig € {1,... ,n}.

Note that the communication mechanism between STOCHARTs differs from the
communication between I0SA. Whereas all STOCHARTs may take their steps
and produce output at once, only one component I0SA of some composite I0sA
is allowed to take an output edge at a time. In our context, the composition of
Tosa is only used to combine the embedded system under consideration with
the embedding environment.

5 StoCharts in Action

As an example illustrating how STOCHARTs can be used for modeling and model-
based QoS prediction, we develop a model of an Automatic Teller Machine
(ATM). An ATM (often called “cash dispenser”) distributes money to clients
who identify themselves with a personal chip-card and a PIN (personal identifi-
cation number). We measure whether the ATM satisfies a customer satisfaction
requirement. The distributions and probabilities used in this examples should
in practice be obtained from statistical analysis of observed behavior, while for
this example we decided to use plausible, but ad-hoc chosen, parameters.
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prompts and questions < ATM request > Bank
card, PIN, amount —> allow or deny <

Client

money < withdraw >

Fig. 3. A typical interaction of the ATM with its environment

Model. We model a system consisting of three components, (i) the ATM sub-
system, (ii) the bank, and (iii) the client. Figure B] shows a typical interaction
of the ATM with its environment (client and bank). The ATM is described by
an UML-statechart in Fig. @l This statechart contains neither (P)-nodes nor af-
ter—delays Since we assume familiarity with standard statecharts, we do not
comment on the modelled behavior.

/ client.prompt
. "please insert card"
Preparing Idle
take card / card / client.prompt
take money / stop button / client.prompt "please enter PIN"
"transaction aborted" ; PIN/
Offering Offering card | client.card back Waiting wrong
. client.prompt
money (negative) for PIN N .
please try again
take card / client. deny / client.prompt
prompt "please take your "transaction aborted" ; correct PIN / client.prompt "How
money" ; client. money(n) client.card back much do you want to withdraw?"
Offering card Waiting for Waiting for
(positive) ) ayiow / bank.withdraw(n) ; (_ 2PProval amount(n) / [ amount J
client.prompt "please take bank.request(n)

your card" ; client.card back

Fig. 4. The automatic teller machine behavior

We have modelled the bank’s behavior as viewed by the ATM in terms of the
Iosa in Fig. 2l To check an account balance takes some time (given by the distri-
bution associated with timer t). With a certain probability (0.98) withdrawing
is permitted, and the bank processes withdrawals, otherwise it sends a denial
back to the ATM. We abstract from the internal structure of the bank and only
model the delays to handle the ATM’s requests.

The client’s behavior is also modelled as a STOCHART, depicted in Fig.
Each action of the client is assumed to take some non-negligible time, denoted
in the figure. The client first inserts the card. Then the client is ready to key
in the PIN and also the desired amount, the order depending on the type of
machine confronted with. There is a probability (0.01) that the user enters the
wrong PIN; and similarly the amount of money the client desires to withdraw
varies probabilistically. Afterwards, the client awaits the money and the card
back (also in either order). If the ATM reports a denial of the bank, the client
doesn’t expect any money, but still awaits the chip-card.

Model Analysis. Model analysis of a collection of STOCHARTS is based on the
analysis of the associated I0SA. This model can be analysed using simulation,

3 Note that any standard UML statechart is a trivial STOCHART.
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Entering data

0.3/ atm.amount(20)
prompt "How much do

) you want to withdraw?" /* Entering \after(EXP[10 s)) 0.5/atm.
o—>{ Wait 4 amount P amouni50)

amoum
entered

prompt "please
insert card"

Inserting
card

0.2/ atm.amount(100)

Entering \after(EXP[10 su 0.99 / atm.correct PIN PIN

Wait 2 prompt "please PIN entered
enter PIN prompt "please 0.01/atm.wrong PIN
try again”
-

prompt "transaction aborted" /

after(EXP[2 s])
/ atm.card

Rece\vmg service

after(EXP[2 s]) / atm.

money/ [ Taking \ take money f Money
Wait 5
\ money / taken
prompt aborted" /

after(EXP[5 s]) /
cardback/ /" Taking | atm.take card Card Spending
Wait 6
\ card / taken money
0 min])

after(EXP[2

Fig. 5. The client’s behavior

or using model-checking. In the most general case model-checking algorithms in
the style of [3] are needed. If nondeterminism is absent (which is the case in our
example), one can deal with simpler algorithms, such as the ones implemented
in PROVER [35]. PROVER estimates probabilities of system requirements up to
a user-specified confidence by means of discrete event simulation. If all distribu-
tions are exponential, Markov-chain model-checking tools such as ET™Mcc [17] or
Prism [24] are available. These tools calculate probabilities with which certain
system requirements are satisfied by the model. As a requirement specification
language, all the above tools rely on the stochastic temporal logic CsL [5].

Requirement. We focused on a probabilistic requirement of the following form:
“Once the card has been entered, the probability that the client obtains the
money within time ¢ is at least p.” This can be considered as a QoS requirement
imposed by the bank to ensure customer satisfaction. In the temporal logic CsL,
this requirement can be formalized as

prompt “please insert card” — 73>p(<><ttake money)

and can be fed into the CSL model checkers PROVER and ET™MCC, which were
the tools we used in our studies. The I0SA models associated with the STO-
CHART specifications were generated in a semi-automatic way, and manually fed
into the respective model checkers.

FEzxperiments. In our experiments we considered two scenarios, a simple one, con-
sisting of one client, one ATM and the bank, and a more complicated one with
multiple clients, two ATMs and the bank. In the latter scenario, a mutual exclu-
sion module (not shown in the figures) sequentializes the critical communication
between bank (which is a shared resource) and ATMs. With respect to stochastic
timing, our basic model assumed that all after-delays are given by exponential
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distributions with mean durations as listed in the respective figures. If only mean
durations are available from domain analysis, the stochastic behavior is known
to be reflected best by exponential distributions (since this class of distribution
has maximal entropy). But we also experimented with other distributions in the
context of PROVER.

1,0 10—
0,9 0,9
0,8 0,8

=07 207

= 0,6 = 0,6

o Q

305 305

S 04 % 204

o 0,3 7 ‘—one ATM o 0,3 ‘—exponential
0,2 - ---two ATMs 0,2 -+~ uniform
0,1 0,1 -
0,0 LA B e s s s s s B 0,0 e B B e B e e

0 20 40 60 80 100 0 20 40 60 80 100
Time (sec) Time (sec)

Fig. 6. The probability to withdraw money within ¢ time units

Results. Some results of our experiments are shown in Fig. [0, where we evalu-
ated the above CsL-requirement for increasing time points ¢ and calculated the
boundary probabilities p at which the requirement turns from being TRUE to
being FALSE. For a pair (¢,p) above a plot the requirement is FALSE, while for
pairs below it is TRUE.

On the left we see the results obtained with ETmcc for both scenarios
(one/two ATMs). We observe that in the second scenario, the probabilities are
slightly lower than in the first one, with the maximum difference around 40 sec-
onds (0.58 vs. 0.53). The reason is that although the throughput of the bank is
higher with more ATMs, the individual customer perceived delay increases, with
the bank being the bottleneck.

On the right of Fig. [6l we plotted two graphs generated with PROVER, where
the confidence was set to 0.999. The solid curve corresponds to the second sce-
nario (two ATMs) studied with ETMmcC, and the numerical results obtained
with both tools are very close. This can be considered as a simple sanity check,
indicating that the currently manual steps in the tool chain were performed cor-
rectly and that PROVER produces rather accurate results. The dashed curve
is obtained when replacing all exponential distributions with uniform distribu-
tions (over an interval around the mean durations). More precise, each EXP][t]
occuring in Fig. B is replaced by UNIF[t — 1t,t 4+ 1t]. Since there is now some
minimum time before significant behavior can take place (with nonzero proba-
bility), the calculated probability stays below the other plot for small times. For
longer times we are on the other end of the uniform intervals involved, and it
is almost sure (except when the bank refuses the transfer) that the money will
have been received.
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6 Conclusion

This paper has introduced STOCHARTS, a simple twofold extension of UML stat-
echarts tailored to QoS modeling and prediction. We have laid out a formal map-
ping from STOCHARTs to the I0SA model, a model based on timed, stochastic
and probabilistic automata. This mapping provides the basis for faithful model-
based QoS prediction.

Care has been taken to define a compositional semantics, making use of I/O
automata. Most of the complexity of our semantic mapping is inherited from
standard UML statecharts, while the extensions map rather smoothly on the
TosA model.

We have exemplified how QoS requirements on a STOCHART can be model
checked. The tool chain used in the model checking example is incomplete, and
a few steps have been performed manually, namely the construction of an Iosa
given a set of STOCHART and parts of the translations from an I0SA to the
input languages of the model checkers, in particular PROVER. We are currently
closing the gaps, by integrating the STOCHART formalism into the MODEST tool
environment [7].
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