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Abstract Efficient ID based key sharing schemes are desired world
widely for secure communications on Internet and other networks The
Key Predistiribution Systems (KPS) are a large class of such key sharing
schemes The remarkable property of KPS is that in order to share the
key, a participant should only input its partner’s identifier to its secret
KPS algorithm Although it has a lot of advantages in terms of efficiency,
on the other hand it is vulnerable by certain collusion attacks While
conventional KPS establishes communication links between any pair of
entities in a communication system, in many practical communication
systems such as broadcasting, not all links are required In this article,
we propose a new version of KPS which is called Hierarchical KPS In
Hierarchical KPS, simply by removing unnecessary communication links,
we can significantly increase the collusion threshold As an example,
for a typical security parameter setting the collusion threshold of the
Hierarchical KPS is 16 times higher than that of the conventional KPS
while using the same amount of memory at the KPS center The memory
required by the user is even reduced for a factor 1/16 in comparison with
the conventional linear scheme Hence, Hierarchical KPS provides a more
efficient method for secure communication
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1 Introduction

For information security, ID based key distribution technologies are quite im
portant The concept of ID based key cryptosystems was originally proposed by
Shamir[3, 4] Maurer and Yacobi have presented an ID based key distribution
scheme following Shamir’s concept [5, 6] However, their scheme requires a huge
computational power Okamoto and Tanaka[7] also proposed a key distribution
scheme based on a user’s identifier, but it requires prior communications between
a sender and a receiver to share the employed key Although Tsujii and others
proposed several ID based key distribution schemes[8, 9], almost all of them
have been broken[10] Thus, the performance of these schemes is unsatisfactory
However, Blom’s ID based key distribution scheme[2], which is generalized by
Matsumoto and Imai[l], has quite good properties in terms of computational
complexity and non interactivity Many useful schemes based on Blom’s scheme
have been proposed[1, 11, 12, 13, 14, 15, 16, 17], and known as Key Predistri
bution Systems (KPS)

In a KPS, no previous communication is required and its key distribution
procedure consists of simple calculations Furthermore in order to share the
key, a participant should only input its partner’s identifier to its secret KPS
algorithm Blundo et al [14, 15, 16], Kurosawa et al [18] showed a lower bound
of memory size of users’ KPS algorithms and developed KPS for a conference
key distribution Moreover Fiat and Naor[17], Kurosawa et al [19] applied a KPS
for a broadcasting encryption system

Although KPS has many desired properties, the following problem exists,
as well: When a number of users, which exceeds a certain threshold, cooperate
they can calculate the central authority’s secret information Setting up a higher
collusion threshold in this scheme requires larger amounts of memory in the
center as well as for the users Solution of this problem will make KPS much
more attractive for ID based key distribution

Although KPS provides common keys for all possible communication links
among entities, in practical communication systems most of them are not nec
essary By removing such unnecessary communication links, we can increase the
collusion threshold significantly This will be explained by means of a new ver
sion of KPS called Hierarchical KPS Hierarchical KPS demonstrates how to
optimize a KPS for a communication system against collusion attacks Hierar
chical KPS is constructed based on the Matsumoto Imai scheme[1] Since the
key distribution procedure in the Matsumoto Imai scheme consists of only sim
ple calculations, computational cost in Hierarchical KPS is also quite small As
an example, for a typical security parameter setting, the collusion threshold of
Hierarchical KPS is 16 times higher than that of the conventional KPS while
using the same amount of memory in the KPS center The memory required by
the user is even reduced to 1/16 of that for the conventional linear scheme

Section 2 gives a brief review of the KPS Afterwards in section 3, Hierarchical
KPS is introduced This is followed by the evaluation and discussion of the
security of Hierarchical KPS in section 4 Section 5 closes the paper with some
concluding remarks
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2 A brief overview of KPS

A KPS consists of two kinds of entities: One entity is the KPS center, the others
are the users who want to share a common key The KPS center possesses a
secret algorithm by which it can generate an individual KPS algorithm for each
user These individual algorithms are (pre ) distributed by the center to their
users and allow each user to calculate a common key from the ID of his commu
nication partner This section explains how the users’ secret KPS algorithms are
generated and how users share a common key in the manner of the Matsumoto
Imai scheme Note that all the calculations in this article are related to the finite

field GF(2)
Let the m dimensional vectors x4 and zg be the effective IDs of entities A
and B, respectively The m X m symmetric matrices G(# (p =1, ,h) are

called KPS center algorithm The GWg are produced by the KPS center and
kept secret to all other entities G*) generates the p th bit of a communication
key between users A and B, so h is the length of this key Xff) and Xg‘) are the

secret KPS algorithms of A and B, respectively quﬂ) and Xg‘) are calculated
by the KPS center as follows:

XW =z, G, (1)
XU = 55 g (2)

Xﬁ{‘) and XJ(BM) are contained in tamper resistant modules (TRM) and distributed
to A and B, respectively (If procedures for inputting data into TRM is thought
to be complicated, TRM is not necessary ) By using Xi“) and XJ(B“), A and B
share their symmetric key as follows:

A B = xW g, (3)
B: kg{% = XJ(B“) Y4, (4)

where ki{% indicates the p th bit of the shared key k45 between A and B

KPS, including the Matsumoto Imai scheme, has three noteworthy proper
ties First, there is no need to send messages for the key distribution between
entities who want to establish a cryptographic communication channel Second,
its key distribution procedure consists of simple calculations so that its compu
tational costs are quite small Finally, in order to share the key, a participant
has only to input its partner’s identifier to its secret KPS algorithm Thus, KPS
1s well applicable to one pass or quick response transactions, e g mail systems,
broadcasting systems, electronic toll collection systems, and so on

However, KPS has a certain collusion threshold; when more users cooperate
they can calculate the center algorithm G™ For example in the Matsumoto
Imai scheme, as already mentioned above G is a m x m matrix Hence, by
using m linearly independent secret KPS algorithms, the KPS center algorithm
is easily revealed (note however that, in order to participate in this collusion
attack, each adversary has to break his TRM) Thus, m is determined by the
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Table 1 Required communications in practical communication systems, where O, A
and X indicate required, partly required and unnecessary, respectively

‘ ‘ consumer ‘ provider ‘ server
consumer X O X
provider O JAN A
server X A A

number of users In order to avoid such collusion attacks, we need to increase
2, a quite
large memory size is required for the KPS center to increase the value of m
Further, the memory size of a user’s secret KPS algorithm is thereby enlarged in
proportion to m Although these memory sizes are not small, they are proven to
be optimal[14] Hence, in the conventional KPS, we cannot cope with collusion
attacks efficiently This can be a serious problem, especially in a situation where
the available memory is strictly limited (e g IC cards) For example, m = 8192
is selected as the collusion threshold in “KPSL1 card”[20], where the key length
1s 64bits The secret algorithm itself then consumes 64 KBytes of memory size in
each IC card Therefore KPS was considered to be somewhat expensive for real
IC card systems at that time Furthermore by introducing 128~256bits symmet
ric key cryptosystems, the required memory size will be 128~256 KBytes

Although the conventional KPS provides a common key between any pair
of entities, most of them are not necessary in practical communication systems
When no keys are provided for such unnecessary communication links, the col
lusion threshold can be increased and the memory size of the users decreased,
while the memory size of the KPS center stays the same

the value of m However, since the number of elements of G* is m

3 Hierarchical KPS

In practical communication systems, such as broadcasting, entities are classi
fied into 3 classes: consumer, provider, and server Figure 1 displays the structure
of their communication links Consumers, i ¢ the majority of the entities, receive
information from any provider Servers hold information needed by providers
For example, in broadcasting, addressees and broadcasting stations are regarded
as consumers and providers, respectively Certain entities that provide informa
tion for broadcasting stations are regarded as servers In such a communica
tion structure, communication links between consumers are not necessary Ounly
communication links to providers are required for the consumers Similarly, al
though some communication links between providers and servers are required,
not all of them are necessary Furthermore, although communication links among
providers/servers are required, not all of them are necessary So, providers and
servers can be divided into multiple groups Then, we should realize the possi
bility to share a common key only for
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shared key Group of
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Group of
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Fig 1 Communication links in Hierarchical KPS

links between consumers and providers,

links among providers who belong to same group,

links among servers who belong to same group,

links between providers and servers, supposed the group of providers and
the group of servers are allowed to communicate with each other

Necessary communication links in this structure are summarized in Table 1

As mentioned above, in the Matsumoto Imai scheme the collusion threshold
can be increased by replacing the square m x m matrix G(#) of the center al
gorithm by a larger square matrix; this however requires a significantly larger
memory size in the KPS center Another possibility is to replace the m x m
square matrix by a rectangular m’ x n' matrix of the same size, m? = m’ x n/,
m' > m, n' < m This requires that the set of users is split into two distinct sub
sets The threshold for a collusion of members of the first subset is m’, and for a
collusion of members of the second subset it is n’ Then a member of one subset
can share a common key only with any member of the other subset; common
keys between members of the same subset are not possible This kind of KPS
with asymmetric center algorithm will be used below to realize key distribution
between consumers and providers, since no common keys are required among
consuiners

From the requirement that the memory size of the KPS center should be
fixed, ie from the equation m?2
threshold mn’ for the consumers will increase when n' decreases This means that
there should be only few members in the second subset Therefore a member

=m' x n', it becomes clear that the collusion

of this subset is a group of providers who all provide access to several groups
of servers In other words, a “layer” of provider groups is inserted between the
consumers and the groups of servers, see Figure 1 Therefore the new version of
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Fig 2 Key distribution between a consumer and a provider in Hierarchical KPS

KPS has been called “Hierarchical KPS” The following sections explain it in
detail

31 Key distribution between consumers and providers

Our improvement of KPS starts with replacing the symmetric matrices for the
KPS center algorithm in the Matsumoto Imai scheme by asymmetric m X n
matrices G(W (0 = 1, ,h) Then key distribution between consumers and
providers is implemented in the following way:

Let the m dimensional vector z¢o be the effective ID of consumer C, the
n dimensional vector yp be the effective ID of provider P Then C’s secret KPS
algorithm Xé”) is calculated by

XW = 2o G, (5)
and Y]()“) is P’s secret KPS algorithm which is calculated as follows:
Y =yp tGW (6)

C and P share their symmetric key kpe according to

C: kgt =20 G lyp = XU typ, (7)
P B = yp G T = VI g, (8)

where k‘gfl); indicates the p th bit of kcp, the shared key between C and P
Figure 2 illustrates the key distribution between a consumer and a provider in
Hierarchical KPS
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32 Key distribution among providers

In this subsection, we explain key distribution among providers with asymmetric
matrices G(#)

For key distribution among providers we embed a symmetric matrix G(Szzn
into G(“), where G(Séjzn consists of rows in G(W (Figure 3) By using G(S’?jzn,
providers can share their keys as shown in Figure 4 According to the selection
of rows belonging to G,(,,,Z,),,,, in G(“)7 elements from YI(J“) and Y](ﬂ) are selected to

form n dimensional vectors YI(DM) and YI(J,‘) Using YI(,“) and Yl(;lf), two providers
P and P’ share their key as follows:

P kgll)y Y(u)t - (9)
PR, = v by, (10)

Again, k:g,”l)g, indicates the g th bit of the shared key kpps between P and P’
Although providers can share their keys by using this method, there are the
following problems:

G(S‘y%@ might be revealed by consumers’ collusion attacks, if the selection of

rows belonging to G(glf,zn in G is exposed (for convenience, call this selection

K.
A key between two providers cannot be longer than a key between a provider

and a consumer

As already mentioned, we assume that there are some groups of providers
and that a provider communicates only with other providers in his group The
above problem can be solved if more than one G(SZ)m can be extracted from one
G and more than one k;l:z) is distributed in each group of providers

Suppose that G(SZM] (¢=1, ,Ngym, j=1, ,Np) are n X n symmetric

matrices embedded in G, and ki‘:,)’” (¢=1, ,Ngm, j=1, ,Np)arethe

tG\u)
w ||I I|| N BNE
G(g;m I' i cnlesilated omly by weing - juirts ol Yy
(synmetric)

Fig 4 Key distribution among providers
Fig 3 Embedded sym
)

metric matrix Gg‘;m in
G
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selection of rows belonging to G(f;),,f] in G(#) Ngym is the number of embedded
symmetric matrices that are distributed within one group of providers, and Np
is the number of groups of providers Note that N, Np should be no more than

m/n for the security of the system kg/:l)” (i=1, ,Ngym) are distributed to

all providers in the j th group P; Then, key distribution between providers P
and P’, who both belong to P;, is carried out as follows:

P kgf;—:’rlj = Y](D”)J] tyP’ (7 =1, -,Nsyrn)v (11)

P - kgtl);lij — Y}(Dl,l),ij tyP (Z =1, 1Nsym)’ (12)

where kg,”l);,ij (¢=1, ,Ngym) indicates the p th bit of the shared key l{:gP, (1=
1, ,Nsym) between P and P’, and elements from Yp and Yp: are selected
)+1J

according to ki")’ij (i=1, ,Ngym) to form n dimensional vectors YJ(D“ and

el
YI(DA’A)JJ' (i=1, ,Ngym)

So.ifa G(SZE,’Z:” has been exposed by a certain consumers’ attack, the providers

(w)yi1g
sel

in P; can deal with this attack by using another k& , 21 # 19 Furthermore,

(1)
(i,
)50
ksel

simultaneously, providers can share longer keys For ex
(n)yieg
k’sel

by using multiple k
ample, if both and are used simultaneously, the length of the keys
among providers in P; can be 2h, that is twice the length of the keys between
consumers and providers Accordingly, the keys shared among providers can be
at most Ngymh

Additionally, note that this scheme permits a provider to belong to multiple
groups concurrently

3 3 Key distribution between providers and servers

As already mentioned, servers can share keys with providers, assuming that
the groups they belong to are allowed to communicate with each other In this
subsection, we show how to produce a server’s secret KPS algorithm

Let the n dimensional vectors zg be the effective ID of server S and Z(S”)’”
be the secret KPS algorithm of .S which is calculated as follows:

Zg;),ij — 2g G)ig (t=1, ,Neym), (13)

sym

Herein it is assumed that S belongs to group of servers S; that is allowed to com
municate with the providers in group P; By using this secret KPS algorithm,
communication keys are shared between S and P as follows:

S B = ZUH L =1, Naym)- (14)
P kg‘g’ij = Yl(:u)’ij tZS (Z =1, vNSym)v (15)

where k(slg’ij (¢=1, ,Ngym) indicates the p th bit of the shared key k,éjp (i=
1, ,Ngym) between S and P
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Similarly to the key distribution among providers, if ngz,’f()j is exposed by a

certain attack, S and P can still share their key using other Z(S”)’i1j and Yl(,“)’ilj,
11 # 19 And by concurrent use of their secret KPS algorithms again longer keys

can be used For example, if Zéﬂ)’ZOJ, Zg“)’lu and YI(;H)’ZOJ, YI(;H)’“J are used, the
length of a shared key is 2h As above, the length of the key shared between
providers and servers in this manner can be Ny, h as the maximum

Note that a group of servers can be allowed to communicate with multiple
groups of providers in this way, and that a server can belong to multiple groups
of servers

34 Key distribution among servers

Any pair of servers in the same group can share their communication key using
the servers’ secret KPS algorithms mentioned in 3 3 Namely, a pair of servers
S and S’, who belong to S;, share their common key as follows:

S B =z g (=1, Naym), (16)
ST KU = ZWE e (=1, Naym), (17)
where k:gg,’ij (¢=1, ,Ngym)indicates the p th bit of the shared key k:gjs, (1=

1, ,Ngym) between S and S, zg is the effective ID of §’, and Z(S’,l)"ij (1=
1, , Ngym) are the secret KPS algorithms of S’ that are produced similarly to
those of S

Similarly to the key distribution among providers or that between providers
and servers, if G(Sz)r,’f“ is exposed by a certain attack, S and S’ can still share
their key using other Zé”)’zl'7 and ng‘f)‘“] And concurrent use of their se
Z(M)yiof Z(M),ilj

s 143

cret KPS algorithms again results in longer keys Using and

ng)’i"j., Z(S;f)’iﬂ, the length of the shared key is doubled By this, the keys shared
among providers can be at most Nyym,mh long

4 Evaluation and security discussion

41 Communications with Hierarchical KPS

Here we confirm whether Hierarchical KPS can provides the required communications
links in practical communication systems or not As already discussed, required
communication links are consumer provider, provider provider (within a group
of providers), provider server (if the group that the provider belongs to and the
group that the server belongs to are allowed to communicate with each other),
server server (with in a group of servers) It can be seen that these communica
tions are available by the method described in 3 1 ~ 3 4 Hence, it is confirmed
that all required functions are provided by Hierarchical KPS

Furthermore, Hierarchical KPS offers a higher level of security than the
Matsumoto Imai scheme As mentioned in 3 2 ~ 3 4, the keys among providers,
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Table 2 Collusion thresholds to calculate G(“),G,(.;Zln,ij

colluders ‘ ‘ G ‘ G&ﬁzu?] ‘
providers 7 n

consumers m m  n+log,n
servers nt
providers + servers||n providers ni

1 Collusion by servers that belong to group of servers §;
I Collusion by any providers and severs that belong to S;

Table 3 Required memory size for each type of entities

KPS center|consumer|provider| server
Hierarchical KPS hnm hn hm  |ANgymn
conventional KPS hnm hy/nm | hy/nm | hy/nm

those between providers and servers and those among servers can be Ny, h bits
long, what is more than the length h of keys between consumers and providers
Hence, these communications can be carried out more safely than those by
the Matsumoto Imai scheme, assuming that the number h of matrices for the
KPS center algorithm is the same in Hierarchical KPS and the Matsumoto Imai
scheme

42 Collusion attack against G*)

There are mainly three kinds of collusion attacks against G*): the consumers’
collusion, the providers’ collusion, and the mixed collusion of consumers and
servers The servers cannot reveal G*) by themselves Although servers and
consumers can collude to reveal G(*) | the influence of the servers in the attack
is quite limited Hence, attacks of the servers against G are not regarded as a
problem

To break the whole system, a collusion of m consumers or n providers is
needed from the view of information theory because the quantity of the center’s
secret information is hmn bits, while consumer’s secret KPS algorithm has hn
bits information and provider’s secret KPS algorithm has hm bits information

It should be noted that the mixed collusion between consumers and providers
is inefficient since the informations available to consumers and to providers are
not independent from each other The number of either consumers or providers
joining in the collusion attack must exceed the corresponding threshold m or n
to succeed in the attack

Actually, since in G® symmetric matrices are embedded, leakage of one
k(/")a

"sel

? brings 251 reduction of the collusion threshold of consumers However,
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Memory size[bit]

Conventional KPS
Hierchical KPS

n(2n-1) hf /i

m
Collusion threshold
[colluders]

Fig 5 Comparison of the required mem
ory size for the KPS center algorithm in
Hierarchical KPS with that in conven

Memory sizelbit]

B Conventional KPS
. Hierchical KPS

m
Collusion threshold
[colluders]

Fig 6 Comparison of the required
memory size for a consumer’s secret
KPS algorithm in Hierarchical KPS with
that in conventional KPS, where n

tional KPS, where n indicates the collu

sion threshold for providers indicates the collusion threshold for

providers

although all ki,‘:l)’”s are exposed, the collusion threshold is still high enough
because m > n (note that the collusion threshold of providers cannot be re
duced) In Table 2, collusion thresholds against G are shown This means
that a Hierarchical KPS can be designed as shown above based on the collusion
thresholds n for consumers and m for providers In conventional KPS, however
mixed collusions can also be effective This is why in conventional KPS the col
lusion threshold should be (n+m), so that as center algorithm (n+m) x (n+m)
matrices are needed in the Matsumoto Imai scheme Based on this assumption,
the memory requirements of Hierarchical KPS and conventional KPS will be
compared in the next section

43 Memory requirements

Considering these collusion thresholds, m and n are determined mainly by the
numbers of consumers and providers, respectively Similarly, the required mem
ory size for the KPS center algorithm is determined to be proportional to n times
m, while in the Matsumoto Imai scheme the required memory size for the KPS
center algorithm is determined to be proportional to (n+m)? Furthermore, the
memory size for the consumers’ secret KPS algorithms is proportional to n. Since
in the Matsumoto Imai scheme this is proportional to (n + m), the memory size
for the consumers’ secret KPS algorithms can be reduced considerably Note that
for general purpose applications the Matsumoto Imai scheme achieves the opti
mal memory size for both the KPS center and users like Blundo’s scheme[14] and
some others Thus, we regard the memory size in the Matsumoto Imai scheme
as that of conventional KPS As the number of consumers will usually be much
higher than the number of providers, these reductions of memory size are quite
significant Figure 5 and Figure 6 show the memory size required for the KPS
center and a consumer In the Matsumoto Imai scheme, the required memory
size for the KPS center algorithm grows proportionally to the square of the col
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Fig 7 The required combination of consumers’ ID to reveal G(S’;lnij, where wc1, zo2
and xzc3 are effecitve identifiers of consumer C1, C2 and C3, respectively

lusion threshold and the required memory size for users’ secret KPS algorithms
proportionally to the collusion threshold In contrast, in Hierarchical KPS the
required memory size for the KPS center algorithm increases proportionally to
the collusion threshold for consumers, and the required memory size for con
sumers’ secret KPS algorithms remains unchanged while increasing the collusion
threshold for consumers, assuming that the collusion threshold for providers is
fixed (since the number of providers is much smaller than that of consumers, a
quite low collusion threshold is sufficient to avoid a providers’ collusion attack)
Additionally, since the KPS center algorithm of Hierarchical KPS consists of
Ngym Np symmetric n X n matrices, we can reduce the required memory size
for the KPS center algorithm using their symmetrical property; in this way, the
difference between the required memory size for the KPS center algorithm in
Hierarchical KPS and that for conventional KPS can be even more remarkable

Also when taking into account the higher collusion threshold, the difference
of the required memory size between Hierarchical KPS and conventional KPS is
even more significant

In summary, the collusion threshold in Hierarchical KPS can be much higher
than that of conventional KPS by using same size of memory in the KPS center
Table 3 shows the required memory sizes for each type of entity Only the mem
ory size for the providers is larger in Hierarchical KPS than in the Matsumoto
Imai scheme But this is not a serious problem since for providers such an amount
of memory should be easily available

4 4 Collusion attack against G(SZ)T;L”
Here, we especially discuss the collusion attack of consumers against G(Slgzﬁij in
more detail 3

Note that in order to reveal G(SZ)T';L”., the adversary requires n combinations
of the consumers’ secret KPS algorithms that fulfill the following condition:

Condition (x) For the linear sum of the consumers’ IDs participating in the
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combination, all the elements except those selected by kg’:l)’” are entirely 0

(see Figure 7)
By using n such combinations, G(Sﬁj)nlfj can be revealed easily, when the involved
sums are linearly independent Hence, this attack can be realized by only n
colluders in the worst case However, the possibility of its success seems infeasi
ble Here, we estimate the number of colluders that yields feasible possibility to
realize the attack

When t consumers collude, the number of combinations of consumers’ IDs
is 28 1 Since the probability that a randomly selected combination fulfills the
condition (k) is 2™ ™, the expectation E.,(t) of the number of the combinations
that fulfill the condition (%) is approximated as follows:

E(:()l(t) — (225 1)(2n m) ~ 2t+n m (18)

Thus, to achieve Eco(t) > n, we require t > m n+logyn Hence,m n+
log, n can be regarded as the collusion threshold of this attack Although this
threshold seems to be still high enough, we can find that less than n colluders
are required to reveal G(Sﬁjzv’fj if ktigl)’ij is exposed Thus, ki‘:,)’” must be kept
secret to other entities besides its legal users Basically, m and n were defined
according to the number of consumers and providers, respectively However, since
the collusion threshold to reveal G(SZZ,’I” by consumers is defined by both m and n,
this must also be considered when choosing m and n In The collusion thresholds
against G(Sgl,fj 1s summarized Table 2 Although kifl)’”
difficulty if G™ is exposed, we don’t need to take care of this attack since the
collusion threshold of G is set up high enough to prevent any possible collusion
attacks in real world

As mentioned in 3 2, by embedding multiple symmetric matrices in G,

can be revealed without

the damage of exposing k(::,)’” can be reduced Namely, if a G(S‘gﬂn” is revealed,
ouly the group that uses this G(Séﬁn’” 1s affected Although G(SZ)T}L” 1s damaged,

the communication can be realized by using another G(SZE,’LJ

Additionally, although a collusion attack of providers can also reveal G(¥,
(1),ij

the collusion threshold of this attack is the same as that against Gy by
the providers Hence, in order to reveal G(SZZ;ZJ, the providers have to reveal
(p),ig

G¥) Besides, by a collusion attack of servers, Gyym” can be revealed However,
only the servers that belong to S; can carry out this attack In this attack, the
collusion threshold is n, and it is regarded as high enough because there are not
so many servers in comparison to consumers (although any provider can also
participate in this collusion attack, this attack is still not serious)

45 Applications

Hierarchical KPS can be applied to quite many kinds of communication sys
tems In practical communication systems, we often find two kinds of entities
that are regarded as consumers and providers Usually, a minority of entities in
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the system communicates with almost all of the other entities, while the ma
jority communicates only with specific entities (the minority) Hence, we can
regard the minority and the majority as providers and consumers, respectively
Furthermore, in communication systems, we also often find entities that provide
information to specific providers Such entities are regarded as servers

As an example, in broadcasting, addressees and broadcasting stations can be
regarded as consumers and providers, respectively Certain entities that serve
information for the broadcasting stations take the role of servers Assuming that
the numbers of addressees, broadcasting stations and servers are 10,000,000,
5,000 and 200,000, respectively, we can set up m = 131,072 and n = 512 ap
proximately Then the number N, Np of embedded symmetric matrices is
256 Thus, the collusion threshold of addressees is m = 131,072, which is 16
times as large as the 8,192 with the conventional KPS, assuming that the uti
lized memory size is same in both Hierarchical KPS and the Matsumoto Imai
scheme In this case, for the Matsumoto Imai scheme 8192 x 8192 symmetric
matrices are used as the KPS center algorithm Even when all the information for
the location of embedded symmetric matrices in the center algorithm is exposed,
the collusion threshold is still 8 times that of conventional KPS Furthermore,
Memory requirement (using h==64bits) is hn=32,768bits(=4 KBytes), which is
1/16 the requirement of 64 KBytes of the conventional KPS

5 Conclusion

In this paper, Hierarchical KPS, which is a new style of KPS, has been proposed

It has been pointed out that certain collusion attacks can be effective against
KPS, and on the other hand, it has been shown how KPS can be improved for
practical communication systems to increase its resistance against collusion at

tacks To be specific, by removing communication links that are not required in a
practical communication systeuw, resistance against collusion attacks is increased
significantly For a typical security parameter setting, the collusion threshold of
the improved KPS is 16 times higher than that of the conventional KPS while
using the same amount of memory in the KPS center The memory required by
the users is even reduced to be 1/16 of that for the conventional KPS Hence,
Hierarchical KPS provides a higher level of security against collusion attacks and
a simplified implementation due to its reduced memory sizes This makes Hierar

chical KPS attractive for various applications like broadcasting or E commerce
in the Internet Additionally, since public key cryptosystems do not have ad

vantages of KPS in terms of computational cost, ID basedness, and so on, the
efficient combination of a public key cryptosystem and our scheme will realize a
more efficient and secure communication system than one single use of a public

key cryptosystem
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