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Abstract. The European Union CoreGRID project aims at encouraging collab-
oration among european research institutes. One target of suchtpsdjee de-
sign of an innovative Grid Infrastructure architecture, specificallyesking two
challenging aspects of such entity: scalability and security. This paper esitlin
the results of such activity, ideally extending the content of the officialeeli
able document.
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1 Introduction

According to [Foster et al., 2002], a Grid is a complex amttitire consisting of a col-
lection of resources, which are made available at user teveligh a number of ser-
vices. Such definition opens the way to a numbefusfctional componentavhose
definition is of paramount importance for the design of a Gitiéir semantics antici-
pate the capability of a Grid to make an efficient use of theueses it contains, to offer
differentiated levels of quality of service, and, in esserio meet user needs. Given the
complexity and importance of such infrastructure, its geshould address modularity
as a primary feature: services provided by the Grid inftecstre should be precisely
defined as for their interface and semantics, and form agriated architecture which
is a framework for their implementation. Modularity makésble the independent evo-
lution of each component, and allows the customization efaverall infrastructure.

In order to guarantee interoperability among componestémdardinterfaces are
not sufficient. In fact, the capabilities of a certain fuootil component should be
well understood, and agreed in the community that develdipsr anteroperating ser-
vices: typical requirements address resource accessflawnnanagement, and secu-
rity. Such semantics should be compatible with the expeotsdis of the user, be it a
human or a Grid-aware application.
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In addition, past experiences [Laure et al., 2006] prove tiere is a tradeoff be-
tween portability and reuse of legacy tools: when functiibiea that were not designed
for integration are included into an existing project, thieole project tends to inherit
all portability problems of the legacy parts.plugin orientedapproach does not solve
the problem, but tends to complicate the design, and may regtrict portability.

Taking into account such problems, we indicatevieapper orientedapproach:
legacy tools are not directly included in the design, buteasible through interfaces
that comply with portability requirements of the hostingrieonment. The agent that
implements such functionality (the “wrapper”) is in chamgfepublishing portability
issues that characterize the specific resource.

One key issue in the design of a Grid environment is the tdolggaused to support
the Grid Information System (GIS). It is more and more evidéat a unique tech-
nology (for instance, a relational database) cannot yatitfneeds, and may exhibit
real scalability limits in case of take off of the Grid techogy [BerkeleyDB, ]. Here
we propose a differentiated strategy for such vital compgrsplitting its functionality
into a directory service, and a streaming support. The radgng infrastructure pro-
vides input to the GIS: we describe such infrastructure ogxsed into resource and
middleware monitoring, workflow monitoring and network nitoning.

Another key aspect of a Grid infrastructure is job submisskzcording to the GGF
guidelines in [Rajic et al., 2004], we consider a unique congnt that performs batch
submissions, scheduling and local queuing, workload rodnig and control. However,
such component needs support for checkpointing and adoguiitvo activities that
appear to require capabilities that need to be addressedisaky. We introduce two
components that implement such functionalities.

The resulting Grid infrastructure should address both dexrof e-science applica-
tions, mostly oriented to storage and computation intenapplications with moderate
scalability, and emerging industrial applications, whitre demand is variegated and
includes the management of a large number of small jobsisrp#rspective, flexibility
is mandatory to allow customization.

Since we want to follow a clean design strategy, we addreéssoperation and inte-
gration issues since the early steps, using the GIS as adaekBhs a consequence, the
adoption of a programming style and tools that support polyrnism is mandatory:
the "wrapper oriented” approach indicated above helps iznthy.

In Section 2 we indentify the functional components, andeictisn 3 we consider
a GIS which provides an integration backbone. In figure 1 waad@ schematic view
of our proposal.

2 Functional components of a framework architecture

The focus of a Grid infrastructure is on resource managentteaigoal is to compose
the operation of basic services into higher level taskshi®purpose, the Grid infras-
tructure accepts and processes task descriptions thatlaté a stepwise composition
of computing activities. The use of appropriate basic sesjiwhose availability is con-
stantly monitored by &esource Monitoringomponent, is scheduled after unfolding
the dependencies between atomic computational tasksuResscheduling extends
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Fig. 1: Integration between the functional components of our frameweachcomponenis
a distributed entity that contributes to resource management exchategagptorswith other
components. Persistent information flows are encapsulatedtig@ams represented bgession
descriptors)

not only in the name space, to determine which resource is tesbd, but also in time,
describing when a certain resource will be busy on a ceréaik. t

The operation of assembling resources in order to performngptex task is as-
sociated to th&Vorkflow Analyzecomponent, whose role is to accept the operational
description of a complex task, to manage, and to monitonitslding. The unfolding of
a workflow must be sufficiently flexible, in order to cope withanticipated events that
may affect resources, either improving or degrading theifggmance. The appropri-
ate way to cope with such events is the logistic re-orgainizaif workflow execution,
which usually entails the displacement of stateful comparta, by re-instantiating ser-
vices whose state corresponds to an intermediate comprahttep.

Two basic functionalities are offered: the registratioracfnapshot of an interme-
diate state of a service, and the re-instantiation of theessenvice with the given in-
termediate state. All resources in a workflow participatesuch reorganization, and
the resulting workflow execution must be consistent withekpected semantics. The
Checkpoint Managetomponent is in charge of supporting the logistic re-orgation
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of a workflow, preserving the relevant state information af@mponent services in
preparation for the reconfiguration of the supporting loveleservices. Specific check-
pointing indications are inserted in the operational dpion provided to the Workflow
Analyzer.

Since resources are similar to goods, their sharing musbbeatled accordingly,
taking into account property and commercial value. In teasg, the Grid infrastructure
provides identities to Grid users, and defines service seosaaccording to the identity
of the user, thus enforcing individual property. Using tlaeng tools, the usage of a
certain service is quantified, and a commercial value aatstiwith it. TheUser and
Account Managemergbmponent is appointed with such aspects.

The whole Grid infrastructure hinges upon tBeid Information Systen{GIS),
which supports the integration between the parts of thigidiged entity. From an
abstract point of view, the content of the Grid Informatioys®m represents the state
of the Grid, and is therefore dynamic. However, while somia demains constant for
long periods of time, other are updated frequently, foranse when such information
represents the residual (or preemptable) share of a resourc

The activity of a component is pervasive, and many distigeinds contribute to
its implementation: for instance, each site can provide akiMav Analyzer agent in
charge of accepting user requests. Such approach fits atuith security require-
ments, which are based on mutual identification among agents

Here we give a summary of the functionalities each compooféeits, and we out-
line their internal structures: we use as a reference th& ofcthe partners of the Core-
GRID Institute on Grid Information, Resource and Workflow hitoring.

2.1 Workflow Analyzer

The Workflow Analyzer cares about workflows management uselaral aspects such
as mapping, scheduling, and orchestration of workflow tagisnst the available, dy-
namic Grid resources. To such purpose, it has close interawith the Grid Informa-
tion System in order to discover and allocate appropriateurces. But, at the same
time, it is also a source of information coming from the moriitg of the workflows
being executed: most of such information is reused by thekilov Analyzer itself for
adjusting the ongoing executions.

A Grid workflow can be specified at different levels of abstiat in [Deelman et al., 2003]

abstract workflowsand concrete workflowsre distinguished, the difference being
whether resources are specified through logical files aniddbgomponent names or
through specific executables and fully qualified resoureagrvices. According to this
approach the workflow definition is decoupled from the unded Grid configuration.
For this reason, the mapping phase (also referred to as makihg) is particularly
important for selecting the most suitable resources thbsatisfy the constraints and
requirements specified in the abstract workflow, also witjare to quality of service
and workload. The mapping process produces a concrete worlfht is suitable to be
executed by a workflow engine, providing for scheduling arecation management
capabilities. It is worth observing that, in case of dynasthbeduling, it is possible to
re-invoke the mapping process at runtime, in order to mottié/ concrete workflow
instance as a result of relevant events modifying the st#taandidate resources.
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However, it is important to instrument job descriptionsdrefactual execution, in
order to ensure that the workflow execution is suitably cheaited: succinct require-
ments about workflow recoverability are in the Workflow dgstaon provided by the
user.

When the workflow enters the running state, the Workflow Anadymnonitors its
advancement, and takes appropriate actions in responstet@amt events. During the
workflow execution, monitoring is essentially related te thbservation of the work-
flow status. In particular, information about the executidreach single job included
in the overall workflow is reported by the monitoring systefgpical information is
constituted by services execution status, failures, gsgmperformance metrics, etc.

In case of failure, the workflow execution service itselésrito recover the execu-
tion, for example by reassigning the work to a different hinstase of host failure. To
implement fault tolerance on a more refined extent, it is se@e/ whenever possible
to trigger checkpoint recording, and drive the restart & onmore jobs from the last
available checkpoint. The decision whether to checkpaingstart a workflow is made
on the basis of information from Resource monitoring.

2.2 Checkpointing

The Checkpointing component is built around the idea of Ghéckpointing Architec-
ture [Jankowski et al., 2006, Jankowski et al., 2005], a howacept that defines Grid
embedded agents and associated design patters that dilewsegration of a variety
of existing and future low-level checkpointing packages.

The emphasis has been put to make the GCA able to be integvitedther com-
ponents and especially with the upper layer managemeritsspor instance the Grid
Broker or the Workflow Analizer. The main idea of the GCA balswvn to provide a
number of Checkpoint Translation Services (CTS) which eratéd as drivers to the
individual low-level checkpointing packages. The CTSesvjate a uniform front-end
to the upper layers of the GCA, and are customized to the lyidgiow-level check-
pointers.

When the CTS is deployed on a Computing Resource, the GCA Heesitdormed
about its existence. To fulfill this requirement each CTSegistered at component
named Grid Checkpointing Service (GCS), and the GCS fugkigorts the information
about the available CTSes and related properties to thesGtBat the GIS becomes the
mechanism that connects the GCA with the external Grid enuirent. Additionally,
from the point of view of the Workflow Analyzer, the GCS is thatgway to which
a checkpoint request has to be sent. When the GCS receivesagiest of taking the
checkpoint of a given job, it forwards the request to the appate CTS. The GCS
is able to find the adequate CTS using the information thaeieeute-job-wrapper
registers when a checkpointable job is started.

The execute-job wrapper is a special program provided hegatith an associ-
ated CTS. The component that is in charge of submitting tlee'sigpob to the given
Execution Manager replaces the actual job with the adegqateute-job wrapper and
passes to the second the original job and the global iderdgggned to this job. Which
execute-job wrapper is to be used depends on which CTS hasimtehed to the job’s
requirements, according with GIS records. When the exgobtesrapper is started it
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appropriately configures the GCA environment and finallyhvtielp of exec() syscall
replaces itself into the original job.

When the Workflow Analyzer decides that a given job is to beversd, then the
job has to be resubmitted in an adequate way: one relevarg issthat the job can
be resubmitted only to a Computing Element associated wifi @& of the same type
that was used to checkpoint the job. When a proper Computiemé&it is found the
job is resubmitted to it, but instead of resubmitting theymral job itself the recovery-
job-wrapper is resubmitted. The original job, as well asitteatifier of the checkpoint
that is to be used in the recovery process, are passed tocthverg-job-wrapper as the
arguments.

The recovery-job wrapper is the counterpart of the exemiienrapper used for
the recovery activity. The recovery-job wrapper startstigtg the image, and the sub-
sequent actions are similar to those performed by the exgohtwrapper. As a last
step, the recovery-job wrapper calls the appropriate wellcheckpointing package to
recover the job using the image indicated by the calling \WovkAnalyzer.

The GCA shares the motivations of the Grid Checkpoint andolReny working
group of the GGF [Stone et al., 2005], which is to include theakpointing technology
into the Grid environment. However, the GCA focuses maimyegacy checkpointing
packages and, notably those that are not Grid-aware, wigl&tidCPR "is defining a
user-level APl and associated layer of services that williiecheckpointed jobs to be
recovered and continued on the same or on remote Grid resjuitherefore, while
GridCPR works on a specification that future Grid applicagiavill have to adhere to
in order to make them checkpointable, our effort is towahdsihtegration of existing
products into a complex framework.

2.3 User and Account Management

The User and Account Management component [Denemark 08i5] offers a con-
trolled, secure access to grid resources, complementédhetpossibility of gathering
data from resource providers in order to log user activitydocounting and auditing
purposes. These objectives are realized introducing gaétion, ensuring an appro-
priate level of job isolation and processing logging datairfual environmenencap-
sulates jobs of a given user and grants a limited set of pges. Job activity is bound
to a user identity, which is qualified as a member of an orgsdiua.

The User and Account Management component is a pluggabtesvark, that al-
lows combining different authorization methods (e.g. grig file, banned user list, VO
membership based authorization) and different implentiems of environments (vir-
tual accounts, virtual machines, and sandboxes). The ewafign of the framework
is quite flexible and depends on detailed requirements whiaf vary between the re-
sources, so the administrators may tune local authorizgiidicy to the real needs and
abilities.

The internal architecture of an agent consists of 3 modateauthorization module,
a virtual environment module and a virtual workspace databahe authorization mod-
ule performs authentication first (based on existing softwsuch as Globus GSI). The
authorization is done by querying a configurable set of aightion plugins. The vir-
tual environment module is responsible for creation, dmbedind communication with
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virtual environments modeled as Stateful Resources. Thduhads also pluggable, so
it is possible to use different implementations of VE. Théatlase records operations
on the virtual environments (time of creation and destai;tusers mapped to the en-
vironment, etc.). These records together with the stansigstbm logs and accounting
data, provides complete information on user actions armures usage.

2.4 Resource Monitoring

The information on resources and accompanying middleveapdvided by the Re-
source Monitor. Resource Monitor component collects daimfvarious monitoring

tools available on the grid. We do not presume any particoianitoring approach,
since the current state of the art provides quite wide rarfigeomitoring toolkits and

approaches. It is however a difficult task to integrate amdess monitoring informa-
tion from various monitoring tools. Moreover, we cannotusse any scale of the re-
sulting infrastructure thus scalability of the proposeltlison, both in terms of amount
of monitored resources and required processing throudbpuhonitoring data, must
be emphasized.

To achieve the desired level of scalability, with security dlexibility in mind, we
propose the design of a Resource Monitor based on the C-GM&jifiek et al., 2006]
monitoring architecture. C-GMA is a direct extension of GIdA [Tierney et al., 2002]
specification supported by the Open Grid Forum.

The key feature supplied by the C-GMA is the introductionefesal metadata lay-
ers associated with services, resources and monitoriag @aé metadata may specify
the data definition language used by the services, the nuostifunal properties and re-
quirements imposed by the services and resources (suclt@asts@and QoS-related
requirements) and others. The metadata are used im#tehmakingprocess imple-
mented by the C-GMA architecture, which is essentially aoeag on provided meta-
data about the compatibility of the services and data desdrby them. When the
examined parties are considered compatible, the “propzssént to them to initiate a
potential communication. In this way, and with the introtioic of various translation
components, the C-GMA architecture enables the exchangewitoring data between
various monitoring services.

The Resource Monitor service leverages this functionaltgonnecting to the C-
GMA monitoring architecture and using translation sersifer various monitoring
toolkits it collects the monitoring data and supplies thenthie Grid Information Sys-
tem.

Special attention is paid to Network Monitoring, since abdity issues appear
as challenging. We have identified one basic agent, the Nktilonitoring Element,
which is responsible of implementing the Network MonitgriBervice [Ciuffoletti and Polychronakis, 2006].
Network Monitoring Elements (NMEs) cooperate in order tpiement the Network
Monitoring component, using mainly lightweight passivenitoring techniques. The
basic semantic object is Network Monitoring Session, witgchsists in the measure-
ment of certain traffic characteristics between the Domaimsse NMEs patrticipate in
the session.

To improve the scalability of the Network Monitoring Serwjdhe NMEs apply
an overlay Domain partition to the network, thus decoupttmgintra-domain network
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infrastructure (under control of the peripheral admiristm), from the inter-domain
infrastructure (meant to be out of control of the periphe@ministration). Accord-
ing to the overlay domain partitioning network, monitorisgssions are associated to
Resources denoted as Network Elements (NE), correspomalimjer-domain traffic
classes.

The overlay domain partition is maintained in an internatribbuted database,
which allows the coordination among Network Monitoring fakents. The management
of network monitoring sessions includes the control of gdid sessions, as configured
by network administrators, and of on-demand sessions digadlynconfigured by ap-
plications, and uses a scalable peer to peer mechanisnfusalifpdates.

3 Integration between functional components

The central idea of the proposed architecture is to conudhi@bdata through the Grid
Information Service in order to have a standard interfacesache different administra-
tive sites and services (see [Aiftimiei et al., 2006, Andet al., 2005] for a similar
approach).

One relevant feature of a data repository, and of the Grigrination System, is the
volatility of its content. At one end we find “write once” dathat are not subject to
update operations and have arelatively low volatility. ¢ bther hand we find data that
are frequently updated. The functionality associated ¢o@hid Information System is
a mix of both: while certain data, like a Workflow descriptidall in the “write-once”
category, other kind of data, like resource usage statjdtdl into the category of data
that are frequently updated: a solution that devises a camtneatment for both kinds
of data suffers of a number of inefficiencies, first the lackadlability.

Therefore our first step is to recognize the need of distiaktt®mns for persistent
and for volatile data. One criteria to distinguish the twndsd of data is the length of
the time interval during which the information remains uaced, under normal con-
ditions. Here we assume that a significant threshold is diyehe typical job execution
time: we consider as persistent those pieces of informatiaty under normal condi-
tions, remain valid during the execution of a job. We callrsindformationsdescriptors
starting from the specifications of the components that amamur framework given
in previous sections, we now classify the descriptors thaeachanged among them,
and that collectively represent the persistent conterii®fGrid Information System.

Workflow descriptor It is acquired from a user interface bg Workflow Analizer
component. It has the function of indicating the stepwisganization of a Grid
computation. It contains high level indications about thecpssing requested at
each step, as well as dependencies among individual stegfsould be designed
in order to hide all unnecessary details, for instance ppeEksames or versions,
and focus on the functionality (for instance, “fast fouriesform”, or “MPEG4
compression”). During workflow execution, such structsrased by the Workflow
Analizer component in order to monitor workflow execution.

Job descriptor It is produced by the Workflow Analizer comgratnand fed to various
other components: it is used by the Checkpointing compoinemtder to prepare
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the execution environment with checkpointing facilitiead by the User and Ac-
count Management component in order to associate an ajgepnvironment to
its execution. The Job description is used by the Workflowli&eacomponent in
order to instruct resources about their activity, and durimorkflow execution, to
monitor workflow advancement.

Checkpoint Image Descriptor It is produced by the Checkpugrcomponent (in case
of the GCA, this descriptor is produced by the CTS) upon miogra new check-
point. The descriptor contains the bookkeeping data réggthe newly created
image. The data can be used by the Workflow Analizer in ordéntbthe identi-
fier of the image that is to be used in order to perform recoaaymigration. The
GCA itself, basing on the descriptor, is able to fetch thegento the node on which
the given job is to be recovered.

Checkpoint Provider Descriptor It is produced by the Cheakiing component. The
descriptor advertises the location of service that pravilgcess and unified inter-
face to a particular low-level checkpointing package. Thakflow Analizer uses
such descriptior to find the node that provides the desiredlgiointing package, as
specified in job descriptor. Upon recovery, the descripliome finding the nodes
offering the same package used for checkpointing.

Session descriptor It is produced by a generic componedtsapports the exchange
of volatile data, as described below.

User descriptor Itis produced and used by the User and A¢ddanagement compo-
nent. It contains a description of a user, like its nameitinsin, reachability, role,
as well as security related data, like public keys. The WovkiAnalysis compo-
nent uses such data to enforce access restrictions wheahuicigea Workflow.

Environment descriptor It is produced and used by the UsgAzicount Management
component. It contains references to he descriptions oEaurces associated to a
given processing environment, as well as the access modgsdio resources. This
may correspond, for instance, to what is needed to run afgpkirid of job, and
to the identities of the users that are allowed to operatkimvduch environment.
The Workflow Analysis component uses such data in order toga®a workflow
description.

Resource descriptor It represents usual resource désogptncluding storage, pro-
cessing, network and network monitoring elements. Thetifieation of a resource
includes its network monitoring domain. The Workload Areay uses such de-
scriptions in order to schedule job execution, and alloch&zkpoint storage.

The management afescriptorsrelies on a directory-like structure. Such structure
cannot be concentrated in replicated servers, but diséiibn the whole system based
on local needs. Functional components that need to havesstcesuch data should
address a proxy, which makes available the requested iatam or add/delete a de-
scriptor. An LDAP directory provides a first approximatiofisuch entity: however,
descriptors are not organized hierarchically. A bettesraktive is an adaptive caching
of those descriptors that are considered locally releaninstance, the descriptor of
a monitoring session might be cached in a GIS proxy near thetored resource. De-
scriptors are diffused in the system using a low footpriody performance broadcast
protocol, and cached wherever needed.
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The volatile data is represented by data that change durmgxecution of a job:
a typical example is the workload of a computing element.hSdata are produced
by one of the components described in the previous sectiwhjreade available to a
restricted number of other components. The storage intolzadly accessible facility,
included a distributed relational database, seems ingpipte since the information is
usually transferred from a source to a limited number ofidatibns. The concept that
is usually applied to solve such kind of problems is the makt.

A multicast facility appropriate for diffusing volatile tiof a Grid Information Sys-
tem has many points in common with a Voice over IP infrastmectthe container of the
communication is similar to a Session (as defined in the S¥®pol). In contrast with a
typical VoIP application, the data trasfer within a sessiomainly uni-directional and
requires a low bandwidth with moderate real time requiresiene callstreamsthe
information flows associated to the trasport of volatileadaithin a Grid Information
System.

All of the components outlined in section 2 are able to itétiar accept a session
with another component: security issues are coped witlgubmdescriptors associated
with the agents. E.g., a Resource will accept a call only feovsorkflow analyzer that
submitted a job. Here we outline some of the relevant streams

Resource usage stream It is originated by a resource, likerage Element, and sum-
marizes the performance of the resource, as well as thabl@aghare of it. Typical
callers are the Workflow Analyzer, either during the reseigelection or the exe-
cution phase.

Workflow advancement stream It is originated by a Workflow Kmar component,
and reports the caller about the workflow advancement. & mallers are user
oriented interfaces.

One characteristic of a session, that makes it not integervie with a directory
service, is that the establishment of a session has a rélstpwhich is amortized only
if the session persists for a significant time interval. ldg teason we include sessions
in the number of entities that have a descriptor recordesi@rid Information Service.

Such descriptor advertizes the existence of a given segsiera task of the callee
to create and make available an approprigssion descriptpas outlined above. Ses-
sions can be activated on demand, or be permanently avai&lth option depends on
the balance between the workload needed to activate a newses demand, and of
keeping it warm for connection. E.g., Network Monitorings®ns will be mostly acti-
vatedon demangdwhile Storage usage statistics can be maintained perrigetive.

4 Comparison with other works

The architecture we propose takes into account the goala@mevements of a number
of scientific, as well as industrial projects that accepleddhallenges proposed by the
design of an effective grid infrastructure.

One outstanding project which is being developed to meetéhairements the
scientific community is gLite: it is developed within the Bpean EGEE project, the



Grid Infrastructure Architecture 11

successor of DATAGRID. Its purpose is to capitalize toold arperience matured in
the course of DATAGRID, in order to assemble a Grid infrastiee usable for high
performance computation, first the LHC experiment on sclesfiu the next year.

We consider gLite [Laure et al., 2006] as a precious souraxpérience about a
real scale Grid environment. We considered as relevantmthasion of a number of
features that are not considered, or considered at an emabtével, in gLite. Namely,
we introduce a specific component that takes into accourtljebkpointing, we adopt
a more powerful workflow description language (but gLite isrking towards a DR-
MAA [Rajic et al., 2004] compliant interface), we take intocaunt the task of work-
flow monitoring under scalability requirements, also cdesing networking resources,
we differentiate the functionality of the GIS into a highdaty directory service, and
a multicast real-time streaming service. Overall, withpeeg to gLite, we considered
the need for a wide portability: although such problem is owgrly relevant for the
environment for which gLite has been developed, we consitligrelevant in a broader
scope. To improve portability we suggest the realizatioarointegrated framework for
the whole infrastructure, hosting legacy components endated in specific wrappers.

With respect to implementations based on the DRMAA propssaadard [Rajic et al., 2004]
we consider the interactions between Resource Manageme@tzeckpointing, since
we observe that the resource management is the compondraripecof instructing the
resource about activities relevant to recovery and reiocaif running jobs. Therefore
we describe an interface between a component in charge chgimana transparent
management of checkpoints, and another in charge of irimgruser requests.

The N1GE by Sun [Bulhes et al., 2004] is considered as a nelegpresentative of
the industrial effort towards the implementation of a Griftastructure. Such project
recognises the problems arising from the adoption of a nytimiclrelational database,
and adheres to the DRMAA standards as for job descriptiorarder to overcome scal-
ability limits imposed by a monolythic databases, it ad@ptsore flexible commercial
database, Berkeley DB [BerkeleyDB, ]. In our proposal wentie the kind of services
of interest for our infrastructure, and indicate completagnsolutions, that cannot be
assimilated to a relational database. This should improafability and resource usage.

The focus of the GPE [Ratering, 2005] prototype by Intel idbtimge users from
non-Grid environments, and to provide an interface thak seinain sufficiently sta-
ble in the future, shielding the user from the changes oflhestblving middleware
technology. Therefore the focus is on the provision of a piwénterface that adapts
to several kinds of users. In order to take advantage of Yegaals, like UNICORE
[UNICORE, 2003], security issues are delegated to a spewificponent, the Secu-
rity Gateway, that enfoces a secure access to sensitivaroeso In our view this is a
source of problems, since the presence of a bottleneclsliimit performance of a sys-
tem. Instead, we indicate a pervasive attention to secigstyes, in order to implement
appropriate security issues inside each agent.

We pay special attention to a Grid resource that is oftenlovked: the network
infrastructure. Such resource is difficult to representtantionitor since, unlike other
resources, its complexity grows with the square of systemm et this resource has a
vital role in a distributed system as a whole, since its atility determines its perfor-
mance, and directly reflects on jobs performance.
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5 Conclusions

CoreGRID is an European project whose primary goal is tefastllaboration among
european organizations towards the definition of an advh@eil architecture. One of
the tasks that contributes to this achievement is targdtétbalescription of amnte-
grated Framework for Resource and Workflow Monitoritrgorder to enforce integra-
tion since the early steps, the research and developmévitiastfrom several research
groups are included in the same container, with frequenpéarthed meetings.

This paper presents an early result on this way, after twesyfeam the beginning
of the project. We have tried to understand the problemsofeéned by other similar
initiatives, specifically aiming at scalability and setyissues, and identified the actors
inside our framework. The research groups have producedam results for each of
them that are only summarized in this paper; instead, wesfonuhe integration among
such actors, based aescriptorsadvertised in th&rid Information Service
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