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Abstract. This paper introduces a novel multi-cellular developmental
system where cells are placed in a continuous space. Cells communicate
by diffusing and perceiving substances in the environment and are able
to migrate around following affinities with substance gradients. The op-
timization process is performed using Echo State neural networks on the
problem of minimizing tile size variations in the context of a tiling prob-
lem. Experimental results show that problem complexity only impacts
the number of substances used, rather than the number of cells, which
implies some sort of scalability with regards to the size of the pheno-
type. Symmetry breaking and robustness are addressed by adding noise
as an intrinsic property of the model. A (positive) side effect is that the
resulting model produces very robust solutions with efficient self-healing
behavior in the presence of perturbations never met before.

1 Introduction

Evolutionary Design deals with the optimization of structures such as objects,
buildings or robot morphologies (to name a few). A key problem in this context is
the search space: it is now widely accepted that indirect encoding approaches[16,
10, 2] (ie. representing a construction plan) may yield to better results in some
cases than direct encoding (ie. representing the construction itself). However,
these approaches failed to address scalability issues since the size of the con-
struction plan still grows with the size of the construction itself. Recent works
on developmental systems have taken a step further by optimizing the very de-
velopmental process rather than the construction plan. This new approach is
often referred to as multi-cellular Artificial Ontogeny[4, 17] and addresses both
scalibility and robustness issues.

A multi-cellular developmental system is defined as a dynamical system with
a group of interacting cells. These cells communicate by emitting and receiving
substances in the environment (e.g. concentration of chemicals) and may perform
a given number of operations depending on substances concentration. The most
basic operation is cell differentiation, where a cell appearance may change to a
given state (e.g. color, size or shape of a cell). At each step of development, all
cells are updated synchronously until a halting criterion is met (e.g. maximum
number of development steps, stability measure, etc.). When development stops,



the state of all cells is considered as the resulting phenotype. The important point
is that all cells share the same duplicated controller, which results in different
output values depending on each cell current context.

Some few works have addressed evolutionary design problems using a multi-
cellular approach, ranging from evolution of neural networks [11] to artificial
creatures morphologies[4] and gene regulatory networks[3]. However, these se-
tups make it difficult to study the internal dynamics of such systems and most
recent works have focused on simpler problem. The basic setup for studying
such developmental systems, proposed by [13], is to consider a matrix of pix-
els (ie. an image) where each pixel contains one cell. Each of these cells may
emit and receive substance concentration to neighboring cells, usually in either
a von neumann or moore neighborhood fashion. Evaluation of a developmental
model is usually performed by optimizing the cell controller so that the resulting
phenotype matches a given image pattern.

This paper proposes an extension of multi-cellular developmental systems in
the context of a continuous environment. In this scope, development is considered
both through time and space: cells communicate with one another by diffusing
substances in the environment and are either attracted or repulsed along the
gradient of the diffused substances. Each cell perceives substance concentration
at its position in a totalistic fashion so that the search space is dependant only
on the number of substances in the environment rather than the number of cells.
As a result, a simple yet large phenotype may be build with very few substances.
Another key issue of our model is that symmetry breaking and robustness to-
wards noise are both addressed by featuring noise as an intrinsic property of the
environment. Such a model makes possible to address problem where cell posi-
tionning is necessary such as group behaviors in swarm robotics, mobile sensor
optimal positionning, light sources positionning in an architectural building, etc.

In section 2, a model for multi-cellular developmental system in the con-
tinuous space is described. Cell migration, symmetry breaking and controller
issues are also addressed. Section 3 presents an implementation of the model
and describes the benchmark problem used for evaluation. Section 4 gives the
experimental settings as well as results regarding both optimization performance
and self healing capabilities. Then, section 5 provides a comparaison between our
model and multi-cellular developmental models from the litterature and estab-
lish some links with some application problems such as mobile sensor deployment
and diffusion of a swarm of robots

2 Development in a continuous space

Our model for multi-cellular development addresses the problem of development
of a group of moving cells in a continuous environment. In this setup, cells
are placed in a continuous environment and are free to move around (ie. cell
migration). Cell communication is performed through emitting and perceiving
substance concentrations from the neighborhood. Cell substance emission is per-
formed through radial diffusion. Substance concentration decreases depending on



the distance to the emitting cell. As a result, a cell neighborhood is defined in
a given radius and neighboring cells influences depend on distance to the target
cell. Substance concentrations is thus perceived in a totalistic fashion, ie. the
number of inputs for a cell depends on the number of substances only.

2.1 Cell migration

Cell migration refers indirectly to a coordinate system. In this model, cell migra-
tion is performed depending on available substances in the environment, limited
to the cell perception radius. A cell controller determines current affinities with
substance concentrations in the environment. Affinities range between −1.0 (ie.
repulsed) and +1.0 (ie. attracted), if affinity is close to 0.0, the cell maintains its
current position. By considering each substance affinities with substance actual
concentrations nearby the cell at hand, it is possible to compute a migration
vector (direction and (bounded) force) for each cell. Given N substance concen-

trations perceived by a cell, the cell migration vector
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Roughly, this means that the migration vector for a given cell is computed at
each time step from the cell affinities with substances produced by neighboring
cells within a predefined radius, given that perceived substance concentrations
depend both on distance and neighboring cells production. Notations are as fol-
low: c0 is the target cell, ∆c0

is the localization update for the current iteration,
Nd is the number of space dimensions, Ns is the number of substances used
for communication, Nc is the number of cells in the (possibly limited) neigh-
borhood of c0, xNd

ck
is the coordinate of cell ck in the Nd-dimensional space,

and d(xNd
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) is the euclidian distance between cell 1 and cell 2. aff i
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affinity of cell c0 with substance i and fmax is a function to limit the norm of
the resulting migration vector such as, for example, a simple maximum norm
threshold. θemit

ck (i) is the concentration value of substance i produced by cell ck

and fθrec
c0

(i) is the corresponding concentration value perceived by cell c0. In this

setup,
−→

∆c0
determines the instant speed to update the position of cell c0

1. Step
2 of figure 1 illustrates the cell migration operation in a 2D world.

A key feature of our model is that the coordinate system is generated by
the developing system itself as there is no reference to any external coordinate
system - for example: given three cells and three substances, these cells may
form an equilateral triangle by each emitting one specific substance (through
radial diffusion) and migrating so that perceived concentrations of the two other
substances is equal. As a consequence, this triangle of cells result in a non-
ambiguous two dimensional space where each point in the 2D space is defined
by a unique triplet of substance concentrations.

However, two (or more) cells may be located at the exact same position.
In this case, cells potentially receive exactly the same inputs and may produce

1 However it should be noted that
−→

∆c0
could be used to determine acceleration, for

example.



exactly the same outputs thereafter. This is what happens if all cells start at
the same initial position: at each step, all cells behave in a mimetic fashion. In
order to avoid this, it is necessary to introduce a random perturbation during
cell migration, ie. each cell position is updated at each step according to its
migration affinities and migration noise.

Because substance concentrations are perceived in a totalistic fashion, a cell
may have Ns inputs (perceived substance concentrations) and 2 ∗ Ns outputs
(diffused substance concentrations + substance affinities for migration), with Ns

the number of substances in the environment. If cell differentiation is enabled
(which is not the case in the scope of this paper), additional outputs may be
required (e.g. cell color/size/shape state).

3 Optimization of tiling problems

Fig. 1: Example of development of an embryo to produce a voronoi diagram. Starting
with an initial condition where cells are placed in an environment (step 1), cells migrate
by communicating with each other (step 2) so as to reach a stable state (step 3). At this
point, the resulting embryo may be rendered as a phenotype which can be evaluated
(step 4 - an example of voronoi diagram rendering).

The objective function is defined as follow: given Nc cells in an environement,
the goal is to position the cell in the environment such as each cell determines a
voronoi site. The phenotype is then evaluated as the voronoi diagram built from
these voronoi sites and the goal is to minimize the standard deviation σ of the
average of the resulting voronoi regions. More formaly, the objective function is
the following:

fitness(x) =
√

1
Nc

∗

∑Nc

i
(surfacei − surface)2

With the following notations: x is the genotype to be optimized; Nc is the
number of cells (ie. voronoi sites); surfacei the surface covered by the ithvoronoi
region and surface the average surface of all voronoi regions. This benchmark
problem is referred to as the ”tiling problem” since the goal is to tile space
with possibly repeating patterns, or at least with patterns of the same size (if
not of the same shape). Figure 1 shows an example of development from the
initial starting point which results in a voronoi diagram where cell positions act
as voronoi sites. Moreover, the environment is considered as a non-bounded 2D
world (ie. a toroidal world) in order to avoid interfering with cell migrations. This



makes it possible to take into account the fact that the very coordinate system of
our model implies that cell positions are dependant only on one another (i.e. not
related to the image translation/orientation as it is perceived after rendering).

Evaluation is performed as follow: development starts from an initial state
where Nc cells are placed in the center of the image. As stated in the previous
section, cells move away from one another because of migration noise, then each
cell is able to behave in a different fashion as it is experiencing a different envi-
ronmental context. Development stops when a termination criterion is met. In
this particular setup, development stops after a maximum number of iterations,
as proposed in other works[13, 14, 9]. Then, the resulting phenotype is evaluated
by rendering the corresponding Voronoi diagram and computing the aforemen-
tionned fitness value. Voronoi sites are located in a continuous environment and
Voronoi regions are rendered (and evaluated) in a discrete environment. Both
migration and rendering assumes that the environment is a toroidal world.

In practical, voronoi regions are rendered in a 32x32 or 128x128 RGB image
(depending on the number of cells) using cell coordinates in the environment.
At each iteration it, cell position update (δ) results from the combination of
random noise perturbation and cell migration vector as follows:
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Cell migration maximum speed (
−−→

∆c0) is bounded and scaled so that a cell
may not move faster than one pixel per iteration. Cell random noise perturbation
(
−−−−−−−−−→

perturbation) starts with a maximum bounded at 1.0 pixel-equivalent size and
decreases linearly over time so as to reach zero influence when development stops
(maxit is the number of development iterations).

4 Experiments

In order to evaluate our model, a set of experiments with a different number
of cells have been conducted. The number of cells is either 3 or 16 cells (cor-
responding to tiling the environment with 3 or 16 voronoi regions) with only
one substance for communication. The perception radius for each cell is set to a
little more than twice (= 2.15) the radius of the optimal surface voronoi regions
should cover. It also ensures that each cell is still able to communicate with
its neighbors. Finally, this means that some cells may possibly not be able to
directly communicate with one another depending on their respective position.

The experiments presented hereafter evaluate the relevance (or not) of an
additional internal substance which is different to each cell and is set with a
unique read-only value. This makes it possible to number each cell in a unique
fashion, so that the controller has access to a cell identification number.

An echo state network with a reservoir size of 10 (with a connection density
of 0.2 and damping factor set to 0.8) is used as controller2. The state-of-the-art

2 ESN can be defined as a discrete-time recurrent neural network based on the reservoir
computing framework known to perform very well in the context of temporal data.
The reader may refer to [12] for a full description of ESN and to [7] for application
in control problem related to multi-cellular developmental systems.



CMA Evolution Strategy algorithm with restart feature[1] is used to optimize
the set of neural network weights. The genotype size depends on the number
of inputs and outputs as well as the size and connectivity of the hidden layer
and is set here to 20 (ESN with or without cell identification - while number of
inputs varied, only weights from the reservoir to the output nodes are considered
for optimization). In preliminary experiments, classic multi-layered perceptron
(MLP) was also considered (results not shown here). MLP used 6 hidden nodes
so that the number of dimensions of the optimization problem remains the same
as with ESN. Results were shown to be comparable in the end of the evolution
process with that obtained with ESN (which implies that temporal capability is
not crucial), but convergence tends to be slower than with ESN.

The number of iterations for the development process of one genotype is set
to 256 (note that less than 32 iterations is enough for one cell to travel accross
the whole environment) and noise perturbation is set as stated before. In order
to compute an accurate performance, evaluation is averaged from 2 tries so as
to smooth the effect of random perturbation, which is particularly useful in
the first steps of optimization where genotypes either fail to feature robustness
wrt. developmental perturbations or suffer from the discretization process during
rendering3. All experiments in the next section are limited to 1000 evaluations
(approx. 60 generations). CMA-ES automatically selects population size (initial
population size is 12) and default restart parameters are used.

4.1 Result, Robustness towards perturbations and scaling issues

All results are shown in table 2.All figures show results of the best individuals
from 11 independant runs (median best, best of best, worst of best and 25%
and 75% quartiles for each generation) - the y-axis features the fitness values
and the x-axis features the number of evaluations (rather than the number of
generations). Columns: either 3 or 16 cells problems ; Rows: without or with
Cell Identifier. Random development figures are given as a naive baseline, and
are always quickly outperformed. From these results, two main considerations
emerge: (1) a cell unique identifier does not provide any advantage, which is no
surprise in this context since the cell population may be homogeneous and there
is no clear gain as to identify each celll explicitely ; (2) Problem complexity
seems not to be related with the number of cells as the 3 cells problem even
show slightly slower convergence, which may be explained by the fact that each
cell must cover a wider region (implying more freedom of migration).

In order to evaluate robustness towards noise, best individuals from all the
runs were put to the test by applying two kind of perturbations: development
is started with either (1) all cells positionned at the same location, as used

3 Fitness values for the same phenotype may vary slightly since Voronoi diagram
rendering leads to slightly different phenotypes depending on cell positions because
of the discretization process that results in a 32x32 or 128x128 image. Evaluation
for the 16 cells problem is performed in 128x128 so as to provide comparable fitness
figures with that of the 3 cells problem.



3 cells 16 cells

random controller: 4.16 random controller: 6.99

Fig. 2: Summary of results (see text for details).

during optimization (ie. intrinsic random perturbation may lead to a different
outcome); or (2) cells are randomly placed in the environment. In both case, the
resulting phenotype is evaluated and fitness values are compared to the predicted
fitness values recorded during evolution. Development in case 1 shows robustness
toward noise for all runs, which is no surprise since this setup is very close to
what was used during optimization (which confirms that individuals are able to
cope with the noisy fitness function). Case 2 leads to similar results - which is
more difficult since robustness wrt. random starting positions was not considered
during optimization. In this latter case, all individuals showed great robustness
and converged towards phenotypes that displayed the awaited fitness, both in the
3 and 16 cells setup, whatever the starting initial cell positions. Figure 4 shows
an example monitoring the development from an optimized genotype for the 16
cells problem. The instant fitness value at each of the development step is traced
in both case and the development course for the two experimental conditions
can be compared: in case 2, convergence is not as straight-forward as in case 1
at first, but the cell population displays an efficient self-healing behavior as it
quickly recovers from the initial localization pertubation and end up with the
same fitness value as expected. In both case, the best fitness value is also reached
before the end of development.

Lastly, the scaling problem was considered. Figure 4 shows the final stage of
development of the best individual from the 16 cells problem but in the context
of 32, 64 and then 96 cells. Indeed, optimized controllers produced behaviors



Fig. 3: Example of robustness towards development for the 16 cells problem (best
individual). Left: development with centered voronoi sites (ie. all cells start from the
same position). Right: development from random starting positions (all cells start from
a different position). the y-axis gives the instant fitness value (translation/rotation
invariant) of the phenotype and the x-axis gives the number of development steps so
far for this individual. Voronoi region colors are randomly assigned and are used only
for visualization.

very close to a simple repulse behavior (where each cell flies away from sub-
stance concentration) combined with a threshold limit so as to maintain a stable
distance between cells, which is very simple yet efficient solution for this prob-
lem and scales up easily. It is interesting to note that resulting phenotype closely
resemble a regular tiling, which is the optimal solution whenever it is possible
(i.e. when all regions have either 3,4 or 6 borders, which may not be the case for
the problems at hand).

Fig. 4: Scaling up to 32, 64 and 96 cells (best controller from the 16 cells setup).

5 Discussion and Conclusions

This paper introduces a new model for multi-cellular artificial embryogeny in a
continuous space for optimization. The proposed model relies on cell migration
based on substance affinities rather that explicit cell neighborhood and noise
so as to break possible symmetries. Results showed that problem difficulty in
our model is related to the number of substances rather than the number of
cells, which is a key feature with regards to scalability since the size of the



cell population is independant from problem complexity. It was also shown to
produce a robust and, to some extent, scalable behavior at least for the problem
at hand.

Other models have already addressed development of patterns as benchmark
problem for artificial embryogeny. While the main feature of our model is that we
consider development in a continuous environment with cell migration, it shares
some similarities with other models. Firstly, Gordon and Bentley’s model[9] also
relies on a totalistic approach to compute information perceived by a specific cell
as neighboring cell states are summed. However, this implies breaking symmetry
by introducing some bias as initial starting condition. This differs from our model
because symmetry breaking is automaticaly handled through the combination of
additional random positional noise and cell relative positionning through selected
affinities. The model presented here is able to automaticaly build from scratch
a coordinate system. A direct advantage of such a system is that the number of
substances is directly related to the problem complexity, and not to the number
of cells (ie. scalability wrt. size). Secondly, Miller’s model[13] already considered
spatial development so as to limit the size of the cell population wrt. to the task
at hand. In this setup, a cell would trigger cell division by growing a new cell
on a nearby free site targeted in an explicit coordinate system (in this setup:
North, South, East, West). As a consequence, the population of cells would grow
spatially even if each cell position is fixed at birth (no cell migration involves).
While it is possible to position a cell with a specific state at one precise location,
a possibly large population may be needed. Thirdly, Miller[13], Federici[8] as
well as our previous work in [6] addressed the issue of self-healing, ie. robustness
of development toward noise. In [6], we showed that impressive results could be
achieved by adding a strong penalization to individuals that could not reach a
stable state4 before the maximum number of development steps allowed. This
feature provided very reliable controllers which were able to completely recover
even from a 100% noise perturbation. In the current model, stability is also
achieved but in a different fashion: positional noise perturbation is intrinsic to
the environment and robustness is thus forced from the beginning and results in
very robust phenotypes even if perturbation occurs.

The work presented here has also some connections with the problem of dis-
persion of a swarm of robots (or, more generally, particles). Swarm dispersion
is a distributed coverage control problem defined by a clustering of the environ-
ment where each agent applies a local strategy based on information from its
neighborhood. In this context, both homogeneous and heterogeneous dispersions
have been addressed in simulation[5] and with a real-world robot swarm[15]. To
some extent, our model can be related to these approaches and is indeed more
general in the sense that it relies only on raw information and does not require
explicit identification of cells/particles. Of course some fundamental differences
still exist since our model does not rely on physical cells that are subject to envi-

4 in this previous work, a stable state is reached when all neural network controller
internal activity does not change for a given number of iterations.



ronmental dynamics when moving around and that noise is artificially added to
the model. However, it is considered as a promising direction for future works.
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