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Abstract. With the exponential growth of the available information on the World
Wide Web, a traditional search engine, even if based on sophisticated document
indexing algorithms, has difficulty meeting efficiency and effectiveness perfor-
mance demanded by users searching for relevant information. Users surfing the
Web in search of resources to satisfy their information needs have less and less
time and patience to formulate queries, wait for the results and sift through them.
Consequently, it is vital in many applications - for example in an e-commerce
Web site or in a scientific one - for the search system to find the right information
very quickly. Personalized Web environments that build models of short-term and
long-term user needs based on user actions, browsed documents or past queries
are playing an increasingly crucial role: they form a winning combination, able
to satisfy the user better than unpersonalized search engines based on traditional
Information Retrieval (IR) techniques. Several important user personalization ap-
proaches and techniques developed for the Web search domain are illustrated in
this chapter, along with examples of real systems currently being used on the
Internet.

6.1 Introduction

Recently, several search tools for the Web have been developed to tackle the information
overload problem, that is, the over-abundance of resources that prevent the user from
retrieving information solely by navigating through the hypertextual space. Some make
use of effective personalization, adapting the results according to each user’s informa-
tion needs. This contrasts with traditional search engines that return the same result list
for the same query, regardless of who submitted the query, in spite of the fact that dif-
ferent users usually have different needs. In order to incorporate personalization into
full-scale Web search tools, we must study the behavior of the users as they interact
with information sources.
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There are three information access paradigms that users undertake each time they
need to meet particular information needs on the Web hypertextual environment:
searching by surfing (or browsing), searching by query and recommendation. Recom-
mendation-based systems suggest items, such as movies, music or products, analyzing
what the users with similar tastes have chosen in the past [67, 58], see Chapter 12 of
this book [12] for details.

In searching by surfing, users analyze Web pages one at a time, surfing through
them sequentially, following hyperlinks. This is a useful approach to reading and ex-
ploring the contents of a hypertext, but it is not suitable for locating a specific piece of
information. Even the most detailed and organized catalogs of Web sites, such as YA-
HOO! DIRECTORY1 and the OPEN DIRECTORY PROJECT2, do not always allow users
to quickly locate the pages of interest. The larger the hypertextual environment is, the
more difficulty a user will have finding what he is looking for.

The other dominant information access paradigm involves querying a search engine,
an effective approach that directly retrieves documents from an index of millions of
documents in a fraction of a second. This approach is based on an classic Information
Retrieval (IR) model [71] wherein documents and information needs are processed and
converted into ad-hoc representations. These representations are then used as the inputs
to some similarity function that produces the document result list. Further details about
this basic approach can be found in Chapter 5 [55] and 2 [29] [55] of this book.

Information Retrieval has always been characterized by relatively stable informa-
tion sources and sequences of possibly unrelated user queries. It is usually considered
distinct from the Information Filtering (IF) process [59], where the user needs are sta-
ble and there are large volumes of dynamically generated collections of documents.
The user’s interests in IF change relatively slowly with respect to the rate at which in-
formation sources become available. The Web is a highly dynamic environment, with
information constantly being added, updated and removed, therefore IF prototypes seem
to be the most appropriate choice on which to build Web search systems. Nevertheless,
IF mostly employs complex representations of user needs and the time needed to per-
form the retrieval process, that is, matching the incoming stream of information with
the model of user’s interests, is quite long. This slow response is one of the reasons why
IF prototypes have not become a widespread tool to retrieve information from the Web.
For a closer examination of the most important user modeling techniques developed for
IF, see Chapter 2 of this book [29].

In the last few years, attention has focused on the adaptation of traditional IR system
to the Web environment, and related implementations of personalization techniques.
The former task is accomplished by periodically collecting newly-created documents
through re-crawling, keeping the search system’s internal document index updated. This
chapter discusses the second topic, personalization techniques and their implementation
in real systems.

The two paradigms, searching by query and browsing, coexist: most of the times,
browsing is useful when the user does not know beforehand the search domain key-
words. Often, the user actually learns appropriate query vocabulary while surfing. Be-

1 http://dir.yahoo.com
2 http://dmoz.org
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cause searching by query allows users to quickly identify pages containing specific
information, it is the most popular way that users begin seeking information [35, 74],
making the relevance of this paradigm paramount. For this reason, sophisticated search
techniques are required, enabling search engines to operate more accurately for the spe-
cific user, abandoning the “one-size-fits-all” method. Personalized search aims to build
systems that provide individualized collections of pages to the user, based on some form
of model representing their needs and the context of their activities. Depending on the
searcher, one topic will be more relevant than others. Given a particular need, e.g., a
query, the results are tailored to the preferences, tastes, backgrounds and knowledge of
the user who expressed it.

In spite of the fact that search engines are the principal tool by which users locate
information on the Web, only a few search engines provide tools that adapt to user inter-
action. Moreover, users often judge these tools as not easy to personalize. In particular,
the accessibility of these approaches is low since, as the personalization level increases,
the users have more difficulty using these features [41]. There could be several reasons
for this phenomenon. First, most personalization techniques are based on user profiles
that incorporate information about the user, such as their information needs, interests,
and preferences. Users may be uncomfortable with having their personal information
stored on an external search system, see Chapter 21 [43]. Second, the personalization
of Web search results is a computationally-intensive procedure. A typical search engine
usually performs hundreds of queries per second and serves millions of users. Thus, the
requirement to provide tailored results in a fraction of a second is not easy to accom-
plish. Finally, while users are familiar with the current search engines’ interface, if the
personalization is provided by some sort of new feature, users may find it difficult to
understand and profitably use.

This chapter focuses on personalization approaches, techniques and systems devel-
oped for search activities, that is, when the user is actively looking for a particular piece
of information on the Web. A strongly related topic is Focused Crawling, where the
search is performed by specific information systems that autonomously crawl the Web
collecting pages related to a given set of topics, reducing the network and computa-
tional resources. Chapter 7 of this book [53] provides a wide overview on this related
topic, with a bias toward approaches which are able to dynamically adapt their behavior
during the search according to the alterations of the environment or the given topics of
interest.

The most common personalization approaches presented in literature are discussed
in the next sections. Related techniques and prototypes are included for each discussed
approach. The chapter is organized as follow: Sect. 6.2 provides a brief overview of
the personalized search approaches, providing the reader with a broad description of
the various methods and techniques proposed in the literature (some of which are fully
treated in other chapters of the present volume, e.g., Chapters 2 [29], 9 [75] and 20 [36]
of this book). Further details on the above-mentioned approaches are provided in the
other sections.

The collection of implicit feedback from the current activity’s context or search
histories is reported in Sect. 6.3 and Sect. 6.4 respectively. Approaches in which com-
plex and rich representations of user needs are built from user feedback are reported
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in Sect. 6.5. Section 6.6 discusses collaborative search approaches while personal-
ized clustering of the results are summarized in Sect. 6.7. Section 6.8 explores how
hyperlink-based algorithms can be used to adapt the search engine’s result lists to the
user needs. Hybrid approaches to personalization are discussed in Section 6.9 and, fi-
nally, conclusions are presented in Sect. 6.10.

6.2 A Short Overview on Personalized Search

After a brief introduction of the motivations and goals of the personalized search, it
is interesting to examine the personalization approaches and tools proposed to achieve
this goal.

We begin with a preliminary taxonomy based on content and collaborative-based
distinction. We then move on to how user profiles are implemented in the personalized
systems and the typical sources employed to recognize user needs. An overview of the
different personalized search approaches, which are discussed in depth later on in this
chapter, closes this section.

6.2.1 Content and Collaborative-Based Personalization

Many techniques on which search engines are based on originated from the IR field,
e.g., Vector Space Model (VSM) [72, 70], mostly content-based techniques, wherein
each user is assumed to operate independently. The content of documents is used to
build a particular representation that is exploited by the system to suggest results to
the user in response to ad-hoc queries (Chapter 5 [55] provides details on document
representations). The searching-by-query paradigm is definitely quicker when the user
is aware of the problem domain and knows the appropriate discerning words to type in
the query [60]. However, analyzing search behavior, it is possible to see that many users
are not able to accurately express their needs in exact query terms. The average query
contains only 2 to 3 terms [50, 78].

Due to polysemy, the existence of multiple meanings for a single word, and syn-
onymy, for the existence of multiple words with the same meaning, the keyword search
approach suffers from the so-called vocabulary problem [27]. This phenomenon causes
mismatches between the query space and the document space, because a few keywords
are unlikely to select the right pages to retrieve from sets of billions [26]. Synonymy
causes relevant information to be missed if the query does not contain the exact key-
words occurring in the documents, inducing a recall reduction. Polysemy causes irrel-
evant documents to appear in the result lists, affecting negatively the system precision.
For these reasons, users face a difficult battle when searching for the exact documents
and products that match their needs. Understanding the meaning of Web content and,
more importantly, how it relates to the real meaning of the user’s query, is a crucial step
in the retrieval process. Figure 6.1 shows the principal content-based personalization
approaches, discussed later in this section.

When the algorithm used to build the result list also takes into account models of
different users, the approach is usually named collaborative [32, 66]. The basic idea
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Fig. 6.1. Principal personalization approaches arranged by content/collaborative-based distinc-
tion.

behind collaborative-based approaches is that users with similar interests are likely to
find the same resources interesting for similar information needs. Social navigation is
the word coined by Dieberger et al. [21] to refer to software that allows people to leave
useful traces on Web sites, such as reviews, comments, or votes, used by other people
during browsing and searching-by-query.

Because most of the collaborative systems do not employ any search technology,
this chapter does not cover them. These systems are discussed in Chapter 20 [36] and
Chapter 9 [75] of this book. Two exceptions are EUREKSTER and I-SPY search engines,
described in Sect. 6.6, which employ the collaborative or community-based approach
to suggest pages that other users who submitted the same query selected frequently.
Figure 6.1 shows a taxonomy of collaborative and content-based personalization ap-
proaches discussed later in this section.

6.2.2 User Modeling in Personalized Systems

Tracking what pages the user has chosen to visit and their submitted queries is a type
of user modeling or profiling technique, from which important features of users are
learned and then used to get more relevant information. Most of the personalized search
systems discussed in this chapter employ a user modeling component that occurs during
the information retrieval or filtering. Basically, this is the major component needed to
provide tailored results that satisfy the particular needs of single users.

In the simplest cases, user models consist of a registration form or a questionnaire,
with an explicit declaration of interest by the user. In more complex and extended cases,
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a user model consists of dynamic information structures that take into account back-
ground information, such as educational level and the familiarity with the area of in-
terest, or how the user behaves over time. For example, the ifWeb prototype [6] makes
use of user models based on semantic networks [64, 18] in order to create a representa-
tion of the available topics of interests. It supports users during Web surfing, acting as
hypermedia search assistant (see Sect. 6.5.1 for details).

As an example of a very simple personalized search tool, GOOGLE’s Alerts is an
agent that automatically sends emails to the user each time new results for given query
terms become available, both from the Web and News sites. GOOGLE’s Alerts builds
user models using an explicit approach where users explicitly construct the model by
describing the information in which they are interested in. In this particular case, the
user suggests a set of keywords, sometimes called routing query, which must appear in
the retrieved documents, thus filtering the information stream. As soon as new infor-
mation is published on the Web, the system evaluates it according to the stored profile,
alerting the user of such new and potentially interesting contents. The obtained profiles
are relatively simple and act as standard queries. Since the routing queries are suggested
by users and the results are never adapted by the system to particular needs or tasks, the
system’s personalization is really limited.

A further tool named GOOGLE’s Personalized Search used to deliver customized
search results based on user profiles overcomes some of the Alert’s problems. The re-
sults were instantly rearranged by dragging a series of sliders that define the personal-
ization level concerning pre-defined sets of topics. Basically, while indexing, the engine
categorizes pages collected from the Web according to a topic taxonomy. When users
submit a query, the system looks through pages associated with their interests, that is,
the selected topics, to find matches affecting the search results. Due to the kind of feed-
back employed to build the profiles, the user is still required to point the system to the
information that is considered most interesting or, in some cases, suggesting data to be
ignored in the future. For this reason this tool has been replaced with a new technology
discussed in Sect. 6.4.

In personalized search systems the user modeling component can affect the search
in three distinct phases, showed in Fig. 6.2:

– part of retrieval process: the ranking is a unified process wherein user profiles are
employed to score Web contents.

– re-ranking: user profiles take part in a second step, after evaluating the corpus ranked
via non-personalized scores.

– query modification: user profiles affect the submitted representation of the informa-
tion needs, e.g., query, modifying or augmenting it.

The first technique is more likely to provide quick query response, because the tra-
ditional ranking system can be directly adapted to include personalization, avoiding
repeated or superfluous computation. However, since the personalization process usu-
ally takes a long time compared with traditional non-personalized IR techniques, most
search engines do not employ any personalization at all. Time constraints that force the
system to provide result lists in less than a second cannot be met for all users.

On the other hand, re-ranking documents as suggested by an external system, such
as a search engine, allows the user to selectively employ personalization approaches
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Fig. 6.2. Personalization process where the user profile occurs during the retrieval process (a), in
a distinct re-ranking activity (b) or in a pre-processing of the user query (c).

able to increase precision. Many systems implement this approach on the client-side,
e.g., [62, 54, 77], where the software connects to a search engine, retrieving query
results that are then analyzed locally. In order to avoid spending time downloading each
document that appears in the result list, the analysis is usually only applied to the top
ranked resources in the list, or it considers only the snippets associated with each result
returned by the search engine.

Because of the time needed to access a search engine and retrieve the pages to be
evaluated, the re-ranking approach implemented via client-side software can be con-
siderably slow. Nevertheless, complex representations of user needs can be employed,
considerably improving the personalization performances (see Sect. 6.5).

Finally, profiles can modify the representations of the user needs before that retrieval
takes place. For instance, if the user needs are represented by queries, the profile may
transform them by adding or changing some keywords to better represent the needs in
the current profile. Short queries can be augmented with additional words in order to
reduce the vocabulary problem, namely, polysemy and synonymy, which often occur
in this kind of keyword-based interaction. Alternatively, if the query retrieves a small
number of resources, it is possible to expand it using words or phrases with a similar
meaning or some other statistical relations to the set of relevant documents (see query
expansion technique [7]). The major advantage of this approach is that the amount of
work required to retrieve the results is the same as in the unpersonalized scenarios.
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Nevertheless, user profiles affect the ranking only by altering the query representations.
Unlike ranking that takes place in the retrieval process, the query modification approach
is less likely to affect the result lists, because it does not have access to all the ranking
process and its internal structures.

6.2.3 Sources of Personalization

The acquisition of user knowledge and preferences is one of the most important prob-
lems to be tackled in order to provide effective personalized assistance. Some ap-
proaches employ data mining techniques on browsing histories or search engine logs
(see Chapter 3 [57]), while others use machine learning [87] to analyze user data, that
is, information about personal characteristics of the user, in order to learn the knowl-
edge needed to provide effective assistance. The user data usually differs from usage
data. The latter are related to a user’s behavior while interacting with the system. Ex-
amples of sources of user data are: personal data, e.g., name, address, phone number,
age, sex, education; or geographic data, e.g., city and country.

Techniques such as relevance feedback and query expansion introduced in the IR
field [72, 3] can be employed in the personalization domain in order to update the pro-
file created by users. Basically, to improve ranking quality, the system automatically
expands the user query with certain words that bring relevant documents not literally
matching the original query. These words are usually extracted from pages in a previ-
ously retrieved list of ranked documents that have been explicitly judged interesting by
the user through relevance feedback.

Besides considering important synonyms of the original queries’ keywords that are
able to retrieve additional documents, expansion helps users to disambiguate queries.
For example, if the user submits the query ‘Jaguar’, the result list will include informa-
tion on the animal, the car manufacturer, the operating system, etc.. Following relevance
feedback on a subset of documents relating to the meaning of interest to the user, the
query is updated with words that help the system filtering out the irrelevant pages. Using
a lexicon, it is also possible to expand queries such as ‘IR’ to ‘information retrieval’,
increasing the chance of retrieving useful pages.

Even though these techniques have been shown to improve retrieval performance,
some studies have found that explicit relevance feedback is not able to considerably
improve the user model especially if a good interface is not provided to manage the
model and clearly represent the contained information [86]. Users are usually unwill-
ing to spend extra effort to explicitly specify their needs or refine them by means of
feedback [5], and they are often not able to use those techniques effectively [79, 85], or
they find them confusing and unpredictable [44].

Moreover, studies show that users often start browsing from pages identified by less
precise but more easily constructed queries, instead of spending time to fully specify
their search goals [84]. Aside from requiring additional time during the seeking pro-
cesses, the burden on the users is high and the benefits are not always clear (see for
example [88]), therefore the effectiveness of explicit techniques may be limited.

Because users typically do not understand how the matching process works, the in-
formation they provide is likely to miss the best query keywords, i.e., the words that
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Fig. 6.3. Implicit and Explicit Feedback are used to learn and keep updated the profile of the user
used during the personalization.

identify documents meeting their information needs. Moreover, part of the user’s avail-
able time must be employed for subordinate tasks that do not coincide with their main
goal. Instead of requiring user’s needs to be explicitly specified by queries or manually
updated by the user feedback, an alternative approach to personalize search results is to
develop algorithms that infer those needs implicitly.

Basically, implicit feedback techniques unobtrusively draw usage data by tracking
and monitoring user behavior without an explicit involvement (see Fig. 6.3). Personal-
ized systems can collect usage data on the server-side, e.g., server access logs or query
and browsing histories, and/or on the client-side, such as cookies and mouse/keyboard
tracking. For a closer examination on implicit feedback techniques see for example
[40, 17, 13] and Chapter 21 of this book [43] for the related privacy concerns.

For example, Bharat et al. [8] proposes monitoring some current user activity and
implicitly building a user profile to provide content personalization in Web-based news-
paper domain. They suggest that events such as scrolling or selecting a particular article
reflect the user’s current interest in the given topic. Each event adds a score to the current
article, and if it exceeds a certain threshold, the global score increases and the change
is reflected in the user profile. Basically, a subset of keywords are extracted from the
article and included in the profile with a certain weight that will be updated if the same
keyword appears in other articles browsed by the user. When a new article which in-
cludes some of the keywords contained in the profile appears, it gets a high score and is
included in the personalized newspaper.

The system is somewhat unique in that it allows the user to control the system
behavior by controlling the amount of personalization they wish be applied to their
results. Sometimes, the user just wants to have an overview on general news, which may
require a low-level of personalization since the personalization feature usually filters out
information that is judged unrelated to the topics recognized in previous articles read
by the user. For this reason, a control bar reduces the effect of personalization, allowing
suggestions of popular articles unrelated with the past interests.
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Table 6.1. Several important types of personalized search arranged by the type of feedback,
implicit or explicit, used to learn the user profile and keep it updated, and the typical data related
to the user given as input to the algorithms, such as, resources selected by the user from the results
of a search engine, or subsets of pages browsed so far.

Sect. Personalization based on: Implicit/Explicit Typical Input Data

6.3 Current Context implicit Word docs, emails, browser’s
Web pages. . .

6.4 Search History implicit past queries and browsed pages,
selected results

6.5 Rich User Models both user feedback on results, past
queries. . .

6.6 Collaborative approaches both past queries, selected results, user
ratings

6.7 Result Clustering explicit selected clusters in taxonomies
6.8 Hypertextual Data both queries, selected pages. . .

As a further source of personalization, several desktop search systems, e.g., Copernic,
Google Desktop Search, Mac Tiger, Windows Desktop Search, Yahoo! Desktop Search
or X1, and several Search Toolbars provide simple access to indexes of information
created, copied, or viewed by users. Microsoft’s Stuff I’ve Seen (SIS) project [24] and
the associated personalization technique [83, 85] provide personalization by exploiting
this type of information. SIS does not involve the retrieval of new information, rather
the re-use of what has been previously seen, providing a search interface based on an
index of all personal information, such as emails, Web pages, documents, appointments,
etc.. The ability to quickly retrieve such data has been proven to be very useful for the
user. Essentially, the personalization technique re-ranks the search engine results as a
function of a simplified user model based on the keywords occurring in the documents
that the user has seen before. This kind of approach is able to use implicit feedback
to build and update the user profile which can be used to disambiguate queries. Some
of the advantages of this approach to personalization, which is also used by several
Web-based personalized systems, is described further on in this chapter.

6.2.4 An Overview on Personalization Approaches

Personalized Search on the Web is a recent research area with a variety of approaches,
sometimes tough to arrange in a framework where it is able to identify basic principles
and techniques. A possible organization is shown in Table 6.1, where the personaliza-
tion approaches are arranged by the type of feedback used to build user profiles, and
the typical data related to the user given as input during the profiling. Obviously, it is
possible to develop systems where more than one search approach is properly combined
and implemented (see Sect. 6.9).

The first two approaches, discussed in Sect. 6.3 and Sect 6.4, are based on implicit
feedback techniques, where users do not have to explicitly state their preferences or
needs. Client-side software captures user interaction and information, such as browsed
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pages, edited documents or emails stored on hard drives, which are impossible for the
search engine itself to collect and analyze. These pieces of data are very useful to un-
derstand the user’s current working context, that can in turn be employed for query
refinement or as an implicit source of evidence on the user’s interests. Personalization
based on the Current Context exploits this information to recognize the current user
needs, which are used to retrieve documents related to the user activities.

If the personalization is limited to the Web Search History, we distinguish the re-
lated personalized systems from the previous category. The reason is that search engines
are able to access this information for each user, with no client-side software require-
ments. User query histories, resources returned in the search results, documents selected
by the user, plus information such as anchor text, topics related to a given Web page,
or data such as click through rate, browsing pattern and number of page visits, are
easily collected and mined server-side. Moreover, the personalization process can be
done during the traditional retrieval process, obtaining a faster response than a distinct
post-ranking activity.

Nevertheless, usage data are sometimes not available or they contain too much noise
to be successfully exploited by implicit feedback techniques. In that case, explicit user
feedback may be the only viable way to learn the user profile and keep it updated.

Most of the time, explicit feedback corresponds to a preferential vote assigned to
a subset of the retrieved results. This kind of technique, called relevance feedback is
really helpful whenever the user is not able to correctly specify a query, because he
can submit a vague query and then analyze the query’s results and select the docu-
ments that are mostly related to what he is searching. In spite of the negative features
of explicit relevance feedback previously discussed, the information collected usually
allows the system to build Rich Representations of User Needs, composed of more than
just Boolean sets or bag-of-words models. Examples of this approach are described in
Sect. 6.4.

In environments where a large amount of low-quality items are present, such as the
Web, the concept of social filtering is that users help each other to distinguish between
high and low quality items by providing ratings for items they have analyzed. All the
ratings are collected and can then be used by other users to find the best-rated items.

Delivering relevant resources based on previous ratings by users with similar tastes
and preferences is a form of personalized recommendation that can also be applied
in the Web search domain, following a Collaborative approach. Moreover, since the
filtering does not depend on the content of the objects, social filtering is able to pro-
vide recommendation for objects such as movies and music, that are usually hard to
represent and manage in information systems. Section. 6.6 introduces a few of these
collaborative-based systems.

In many cases, search engines retrieve hundreds or thousands of links to Web sites
in response to a single query. Although the user may find the material he is looking for
in the result list, or at least find Web pages from which the browsing process may begin,
the sheer vastness of the results list can make sifting through the retrieved information
an impossible task.

One idea to help the users during their search is to group the query results into sev-
eral clusters, each one containing all the pages related to the same topic. In this way,
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an overview of the retrieved document set is available to the user and interesting doc-
uments can be found more easily. Typically, the pages might be clustered either into
an exhaustive partition or into a hierarchical tree structure. The clusters are matched
against the given query, and the best ones are returned as a result, possibly sorted by
score. A retrieval system that organizes the results into clusters can be considered per-
sonalized because the user is able to customize the set of shown results navigating
through the clusters driven by their search needs. This kind of Adaptive Result Cluster-
ing is shortly investigated in Sect. 6.7, while Chapter 13 of this book [11] provides an
extensive dissertation on the Adaptive content presentation.

In the same scenario of queries that retrieve a large number of documents, following
a given content-based matching function, search engines might assign the same ranks
to several resources that share similar content. This is why some search engines include
additional factors in their ranking algorithm on top of the query/document content sim-
ilarity used by traditional information retrieval techniques. These factors may take into
account the popularity and/or the authority of a page, in order to assign more accurate
scores to the resources during the ranking process. Usually those measures are based
on the Web hypertextual data, which is possible to collect by analyzing the set of links
between pages. For a closer examination of these measures, such as the PageRank or
HITS’s authority and hubness, see Chapter 5 of this book [55].

Both the ranking techniques, the traditional IR’s and the hyperlink-based algo-
rithms, compute rank values based on page content as a single and global value for
each Web page, ignoring any form of personalization based on the user’s preferences
regarding the quality for an individual page. Recent work aims to extend hyperlink-
based algorithms by considering different notions of importance for different users,
queries and domains. In other words, the idea is to create personalized views of the
Web by redefining the importance assigned by the hypertextual algorithms according
to the implicitly expressed user preferences, for example, through previously submitted
queries, or explicitly, via a subset of bookmarks or categories in a given taxonomy. Ob-
viously, the query results that match the user-selected topics will be ranked higher by
the search engine, providing tailored output for each user. Section 6.8 introduces this
personalization based on Hypertextual data.

6.3 Contextual Search

Rhodes [68] proposes a new approach for the search named Just-in-Time IR (JITIR)
where the information system proactively suggests information based on a person’s
working context. Basically, the system continuously monitors the user’s interaction with
the software, such as typing in a word processor or surfing with Internet browsers, in a
non-intrusive manner, automatically identifying their information needs and retrieving
useful documents without requiring any action by the user. The retrieval process can ex-
ploit a variety of data sources, i.e., any number of pre-indexed databases of documents,
such as e-mails or commercial databases of articles.

The JITIR approach combines the alerting approach of Google Alert, briefly de-
scribed in Sect. 6.2.2, with personalization based on the events inside the user’s local
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working context. Alerting pushes information related to predefined sets of topics to-
ward the user regardless of his current activity, usually requiring a sudden change of
user attention. By means of a dynamic user profile kept updated according to changes
of the local working contexts, JITIR provides the information tailored to the current
user activity.

Describing the JITIR approach, the author suggests three different implementations
based on agents. The Remembrance Agent presents a list of documents that are related
to what the user is typing or reading. Margin Notes follows an adaptive hypermedia
approach, automatically rewriting Web pages as they are loaded, adding hyperlinks to
related local files. The third agent, Jimminy, provides information related to the user’s
physical environment, e.g., spatial location, time of day, subject of conversation, etc., by
means of a wearable computer that includes different ways to sense the outside world.

Each of the agents in the JITIR approach share the same back-end system, called
Savant. It consists of a client-resident search engine that is queried by the agents as the
user interacts with the system. The search engine index usually stores public corpora as
newspapers or journal articles, and/or personal sources such as e-mail and notes. In or-
der to extract the data needed to build the index, Savant is able to recognize, parse, and
index a variety of document formats. During retrieval, the fields extracted from the cur-
rent document and the ones from the stored documents are compared sequentially, and
an overall similarity score is calculated using a linear combination of those similarities.
Kulyukin’s MetaCenter [47] shares many features of the previous prototype, perform-
ing automatic query generation according to the current resources the user is working
on, e.g., browsed pages or Word documents. The queries are submitted to search en-
gines that operate on online collections of documents to which the user subscribes.

A further instance of the JITIR approach is Watson [9, 10]. It monitors the user’s
actions and the files that he is currently working on to predict the user’s needs and offer
them related resources. The Watson agent works in a separate window and can track
the user across different applications, such as Internet Explorer and Mozilla browsers,
and the Microsoft Office suite. As the user’s work goes on, Watson looks for related
information, following a different context for every open window it is tracking. Relying
on the contextual information learned by the agent from the current active window,
it generates its own queries to several sources of information and presents them after a
result aggregation process. It is also possible to submit explicit queries, which are added
to the contextual query while the result post-processing takes place to aggregate results
from the different sources.

Fig. 6.4. Watson monitors the user activity and sends ad-hoc queries to specific information
sources.



208 A. Micarelli et al.

According to the authors, Watson uses several sources of information, such as the
search engines ALTAVISTA, YAHOO! and DOGPILE, news sources such as Reuters and
the New York Times, Blog sites and e-commerce sites. Application adapters are used
to gain access to internal representations and events generated by user interactions with
a specific application, as shown in Fig. 6.4. For example, if the user edits a Word doc-
ument, the keyboard events trigger Watson to request an updated representation of it.
This representation is translated into a query to be submitted to an appropriate source by
means of an Information adapter. The current task affects the choice of the information
source to query, e.g., if the user is editing a medical document, Watson might choose a
specialized search engine on this topic.

The user can access the top ranked results from all the relevant sources or filter them
by resource type, i.e., Web, news, etc., a capability provided by recent local search sys-
tems, such as Apple Tiger’s Spotlight and Google Desktop Search. The TFxIDF tech-
nique [73] is used to create the contextual query based on the currently active window
(see Chapter 5 [55] for further details). The bag of words representation in which any
document is treated as a set of words regardless of the relations that may exist among
them, enhanced with additional formatting information, is used to create a list of term-
weight pairs. The top 20 weighted pairs are sorted in their original order of appearance
in the document and are used to create the query that is submitted to the information
sources. Many heuristics have been considered in order to increase the performance,
such as removing stop words (common words, such as I, the, when, etc.)and giving
more weight to the words that appear at the beginning of documents and those that are
emphasized via specialized formatting.

6.4 Personalization Based on Search Histories

User queries are undoubtedly an important source in recognizing the information needs
and personalizing the human-computer interaction. A search engine is able to access
and process all this information in a non-invasive way, i.e., without installing external
proxy servers or client desktop bots, therefore it can tailor the query results based on
the previous requests and interests [49]. Simple log-in forms and cookies can be em-
ployed in order to identify the user and the related click streams data instead of complex
heuristics based on IPs, last access times or user agents data, which cannot be consid-
ered entirely accurate [61].

As already noticed, if the user submits a short query, such as Visa, it is not clear if
he is looking for the credit card company, the policy and procedures to travel to for-
eign countries, the procedures to change the citizenship, a last name, etc.. The brows-
ing/query history could be a way to weight the different alternatives for example. If the
user has recently searched for a flight to a foreign country, a Visa query is more likely
to be related to bureaucratic procedures.

Approaches based on search history can be organized in two groups. Offline ap-
proaches exploit history information in a distinct pre-processing step, usually analyzing
relationships between queries and documents visited by users. Online approaches cap-
ture these data as soon as they are available, affecting user models and providing per-
sonalized results taking into consideration the last interactions of the user. Even though
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the latter approaches provide updated suggestions, an offline approach can implement
more complex algorithms because there are usually less urgent time constraints than in
an online one.

6.4.1 Online Approaches

Following the first personalization attempt briefly described in Sect. 6.2, Google Labs
released an enhanced version of Personalized Search that builds the user profile by
means of implicit feedback techniques. In particular, the system records a trail of all
queries and the Web sites the user has selected from the results, as shown in Fig. 6.5,
building an internal representation of his needs. During the search process, the search
engine adapts the results according to needs of each user, assigning a higher score to
the resources related to what the user has seen in the past. Unfortunately, no details
or evaluations are available on the algorithms exploited for that re-ranking process at
present except that contained in the patent application filed in 2004 [92]. Nevertheless,
the developers claim they can produce more relevant search results based on what the
system learns from the search history, especially when the history contains enough data
to be analyzed.

Raghavan and Sever [65] use a database of past queries that is matched with the
current user query. If a significant similarity with a past query is found, the past results
associated with the query are proposed to the user. The research focuses on the simi-
larity measure used to calculate the query-to-query similarity. This cannot be based on
traditional word-to-word IR matching functions, such as the cosine measure, because
the short nature of queries makes them particularly susceptible to the vocabulary prob-
lems of polysemy and synonymy.

Speretta and Gauch developed the misearch system [77], which improves search
accuracy by creating user profiles from their query histories and/or examined search
results. These profiles are used to re-rank the results returned by an external search
service by giving more importance to the documents related to topics contained in their
user profile.

In their approach, user profiles are represented as weighted concept hierarchies.
The OPEN DIRECTORY PROJECT (ODP) is used as the reference concept hierarchy for
the profiles. GOOGLE has been chosen as the search engine to personalize through a
software wrapper that anonymously monitors all search activities. For each individual
user, two different types of information are collected: the submitted queries for which
at least one result was visited, and the snippets, i.e., titles and textual summaries, of
the results selected by the user. Afterward, a classifier trained on the ODP’s hierarchy,
chooses the concepts most related to the collected information, assigning higher weights
to them. In the current implementation, for comparison purposes, the query and the
snippet data are kept distinct and therefore two different profiles are built.

After a query is submitted to the wrapper, the search result snippets are classified
into the same reference concept hierarchy. A matching function calculates the degree
of similarity between each of the concepts associated with result snippet j and the user
profile i:
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Fig. 6.5. The Search History feature of the Google Labs’ Personalized Search records the history
of searches and the search results on which the user has clicked. This information is exploited
to personalize search results by ranking resources related to what the user has seen in the past
higher. (Reproduced with permission of Google)

sim(useri, docj) =
N∑

k=1

wpi,k · wdj,k (6.1)

where wpi,k is the weight of the concept k in the user profile i, wdj,k is the weight of
the concept k in the document j, and N is the number of concepts.

The final weight of the document used for reordering - so that the results that best
match the user’s interests are ranked higher in the list - is calculated by combining
the previous degree of similarity with GOOGLE’s original rank, using the following
weighting scheme:
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match(useri, docj) = α · sim(useri, docj) + (1 − α) · googlerank(docj) (6.2)

where α gets values between 0 and 1. When α is 0, conceptual rank is not given any
weight, and the match is equivalent to the original rank assigned by GOOGLE. If α
has a value of 1, the search engine ranking is ignored and pure conceptual match is
considered. Obviously, the conceptual and search engine-based rankings can be blended
in different proportions by varying the value of α.

A thorough evaluation has been done in order to investigate the effectiveness of
user profiles built out of queries and snippets. The accuracy of such profiles is analyzed
comparing, for user-selected results, GOOGLE’s original rank with the conceptual rank
based on the profile. The evaluation employed 6 users. Using a profile built from 30
queries, the performance measured in terms of the rank of the user-selected result im-
proves of 33%. A user profile built from snippets of 30 user-selected results showed an
improvement of 34% (see [77] for details). Therefore, it is possible to assert that, even
though the text a user submits to the search engine is quite short, it is enough to provide
more accurate, personalized results.

The ability to recognize user interests in a completely non-invasive way, without
installing software or using proxy servers, and the accuracy obtained from the person-
alized results, are some of the major advantages of this approach. Moreover, result-
ordering does not exclusively depend on a global relevance measure, where the com-
puted rank for the whole population is deemed relevant for each individual, but it is
tailored to a personal relevance where the rank is computed according with each user
within the context of their interactions.

Liu and Yu [51] take a similar approach to personalization, where user profiles are
built by analyzing the search history, both queries and selected result documents, com-
paring them to the first 3 levels of the OPEN DIRECTORY PROJECT category hierarchy.
Basically, for each query, the most appropriate categories are deduced and used along
with the query as current query context. Because queries are short, they are often am-
biguous, so they are likely to match multiple categories in the ODP. The system can au-
tomatically use the top-matching category for query expansion, or the user can reduce
the ambiguity, by explicitly choosing one of the three top-ranked categories provided
by the categorization algorithm.

Each category in a user profile is represented with a weighted term vector, where a
highly-weighted keyword indicates a high degree of association between that keyword
and the category. The system updates the user profile after a query, when the user clicks
on a document, and there is a reasonable duration before the next click, or the user
decides to save or print it.

Koutrika and Ioannidis [45] proposed an online approach where user needs are
represented by a combination of terms connected through logical operators, e.g., con-
junction, disjunction, negation, substitution. These operators are used to transform the
queries in personalized versions to be submitted to the search engines. The content of
the documents for which the user has performed explicit feedback is used to build the
user profile. An evaluation shows that when this personalization approach is applied, the
users satisfy their needs faster compared with a traditional search engine, improving the
number of relevant documents found among the top results.
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Quickstep system [56] follows a quasi-online approach and shares some features
with the previous systems. A proxy server monitors browsed research papers and a
nearest neighbor classifier assigns OPD categories to them overnight. Sets of recom-
mendations based on the correlations between the user profile and research paper topics
are drawn on a daily basis. The user can provide feedback in the form of new training
examples or adjustments in the classification outcomes. The user profile consists of a
set of topics and the related items, computed following the number of browsed research
papers about the given topic, while the Vector Space Model is employed to represent
the documents.

6.4.2 Offline Approaches

An innovative personalized search algorithm is the CubeSVD algorithm, introduced by
Sun et al. [80] based on the click-through data analysis [38]. This technique is suitable
for the typical scenario of Web searching, where the user submits a query to the search
engine, the search engine returns a ranked list of the retrieved Web pages, and finally the
user clicks on pages of interest. After a period of usage, the system will have recorded
useful click-through data represented as triples:

〈user, query, visited page〉

that could be assumed to reflect users’ interests. The proposed algorithm aims to model
the users’ information needs by exploiting such data. It addresses two typical challenges
of Web search. The first concerns the study of the complex relationship between user,
the query, and the visited Web pages: given a user and her/his query, how to recommend
the right Web page to visit? The authors propose a framework for capturing the latent
associations among the aforesaid objects.

The second challenge faces the problem of data sparseness: a user generally submits
a small number of queries compared with the size of the query set submitted by all
the users, and visits few pages. In this case, recognizing relationships among the data
becomes a hard task to carry out.

The authors develop a unified framework to model a click-through element as a 3-
order tensor, that is, a higher order generalization of a vector (first order tensor) and a
matrix (second order tensor), on which 3-mode analysis is performed using the Singu-
lar Value Decomposition (SVD) technique [33], generalized to HOSVD, Higher-Order
SVD [48]. The tensor element measures the preference of a 〈user, query〉 pair on a
given Web page.

Indeed, the CubeSVD algorithm takes the click-though data set as input and outputs
a reconstructed tensor Â. The tensor measures the degree of relationship among users,
queries, and Web pages. The output is represented by a quadruple of the type:

〈user, query, visited page, w〉

representing w the probability that the user, after having submitted a given query,
would be interested in visiting a particular page. In this way, relevant Web pages can
be recommended to the user by the system. Users are not consulted on the relevance of
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the visited Web pages during the search process, and the system records and analyzes
their clicks as in other implicit feedback based approaches.

An evaluation on a 44.7 million record click-through data set showed that CubeSVD,
thanks to high order associations identified by the algorithm, achieves better accuracy
compared with collaborative filtering and LSI-based approaches [20]. Although the
whole computation is remarkably time-consuming, it is part of an offline process that
does not affect the runtime activity. Nevertheless, the algorithm has to be periodically
run in order to take into consideration new click-through data.

Further offline approaches exploiting data mining techniques are discussed in Chap-
ter 3 of this book [57].

6.5 Personalization Based on Rich Representations of User Needs

This section presents three prototypes of personalized search systems based on com-
plex representations of user needs constructed using explicit feedback: ifWeb, Wifs and
InfoWeb. They are mostly based on frames and semantic networks, two AI structures
developed in order to represent concepts in a given domain, and the related relationships
between them. Even though these prototypes share some features, the mechanisms em-
ployed to build the profiles and the way the needs are represented are fairly different.
Therefore, we prefer to discuss them in distinct sections. Complex user modeling tech-
niques applied to the Web personalization are exhaustively discussed in Chapter 2 of
this book [29].

6.5.1 ifWeb

ifWeb [6] is a user model-based intelligent agent capable of supporting the user in Web
navigation, retrieval, and filtering of documents taking into account specific information
needs expressed by the user with keywords, free-text descriptions, and Web document
examples. The ifWeb system exploits semantic networks in order to create the user pro-
file.

More specifically, the user profile is represented as a weighted semantic network
whose nodes correspond to terms (concepts) found in documents and textual descrip-
tions given by the user as positive or negative examples, i.e., relevance feedback. Net-
work’s arcs link pairs of terms that co-occurred in some document. The use of the
semantic network and of the co-occurrence relationships allows ifWeb to overcome the
limitations of simple keyword matching, particularly polysemy.

The ifWeb prototype also performs autonomous focused crawling (see Chapter 7
[53] for details), collecting and classifying interesting documents. From specific doc-
uments pointed out by the user or identified through search engines, the system au-
tonomously performs an extended opportunistic navigation of the Web, then retrieves
and classifies documents relevant to the user profile. As a result, the system shows the
user the documents that have been classified as the most relevant ones, in decreasing
order of probable interest.

The user profile is updated and refined by explicit relevance feedback provided by
the user: ifWeb presents a collection of documents to the user (usually no more than
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ten for each feedback session), who then explicitly selects the ones that meet his needs.
Then, ifWeb autonomously extracts the information necessary to update the user profile
from the documents on which the user expressed some positive feedback. Moreover,
the prototype includes a mechanism for temporal decay called rent, which lowers the
weights associated with concepts in the profile that have not been reinforced by the
relevance feedback mechanism for a long period of time. This technique allows the
profile to be kept updated so that it always represents the current interests of the user.

6.5.2 Wifs

The Wifs system described in [54] is capable of filtering HTML or text documents
retrieved by the search engine ALTAVISTA3 in response to a query input by the user.
This system evaluates and reorders page links returned by the search engine, taking
into account the user model of the user who typed in the query. The user can provide
feedback on the viewed documents, and the system uses that feedback to update the
user model accordingly.

In short, the user model consists of a frame whose slots contain terms (topics), each
one associated with other terms (co-keywords) which form a simple semantic network.
Slot terms, that is, the topics, must be selected from those contained in a Terms Data
Base (TDB), created a priori by experts who select the terms deemed most relevant for
the pertinent domain. Figure 6.6a illustrates a simplified description of a hypothetical
user model.

The filtering system is based on a content-based approach, where the documents
retrieved by ALTAVISTA are assessed solely according to their contents. The document
modeling is not based on traditional IR techniques, such as the Vector Space Model,
due to the high variability of Web information sources.

The abstract representation of the document may be seen as described in Fig. 6.6b,
where active terms, or planets, T1, T2, ..., Tn are the ones contained both in the docu-
ment and TDB, whereas the satellite terms t1, t2, ..., tm are the terms included in the
document, but not in the TDB, but which co-occur with Ti’s. It is evident that the struc-
ture is similar to the user model one, but there are no affinity values between the planets
and the satellites. For each of these terms, however, document occurrence is calculated.
The occurrence value of a term t appearing in a retrieved document is given by the
following formula:

Occ(t) = c1 ∗ freqbody(t) + c2 ∗ freqtitle(t) (6.3)

where freqbody(t) is the frequency with which term t appears in the body, while
freqtitle(t) is the frequency with which term t appears in the document title, and c1

and c2 are two constants.

For the document evaluation, the
−→
Rel vector is built, where the element Reli repre-

sents a relevant value of term ti compared to user information needs. The user model,
the query, and the TDB are taken into account to draw the relevance.

This calculation is done as follows:
3 http://www.altavista.com
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Fig. 6.6. Representations of the User model (a) and Document model (b)

– Step 1. The term t’s relevance Relnew(t) (where the term t belongs to the document
and user model, as a slot topic) is calculated by intensifying the old relevance value,
Relold(t), through the following formula:

Relnew(t) = Relold(t) + c3 ∗
∑

j

wj ,∀wj : t ∈ slotj (6.4)

where c3 is a constant whose value is 2, calibrated experimentally, and wj the weight
associated to slot j containing term t as a topic. In a few words, the new relevance
value of term t is obtained from the old value plus the sum of all semantic network
weights of the user model containing term t as topic.

– Step 2. If the term, as well as belonging to the user model and document, also belongs
to the q query input by the user, then the term relevance value is further strengthened,
through the following formula:

Relnew(t) = Relold(t) ∗ wslot (6.5)

where wslot is the weight associated with topic t. This way, query q, which repre-
sents the user’s immediate needs, is used to effectively filter the result set to locate
documents of interest.

– Step 3. If term t belongs to query q, to document d, and to the TDB, but is not included
in the user model, then the only contribution to relevance is given by the following
formula:
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Relnew(t) = Relold(t) + c3 (6.6)

– Step 4. If term t is a topic for the slotj , then this step is considers the contributions
given by co-keywords. This is where the true semantic network contributes: all the
co-keywords K connected to topic t give a contribution, even if previously unknown
to the system, i.e., not currently belonging to the user model, nor to the TDB, but
only to the document.

Relnew(t) = Relold(t) + wj ∗
∑

i

Aj,i (6.7)

∀ co − keyword Li ∈ slotj : Ki ∈ doc ∀slotj : topicj ∈ d

In this stage, the system calculates the final relevance score assigned to the document
as follows:

Score(Doc) =
−→
Occ ·

−→
Rel=

∑

∀t∈Doc

Occ(t) ∗ Rel(t) (6.8)

where
−→
Occ is the vector consisting of elements Occi, and

−→
Rel is the vector consisting

of elements Reli, evaluated in the previous steps.
This system is capable of dynamically updating the user model upon receipt of

relevance feedback on the viewed documents provided by the user. In addition, the
system uses a renting mechanism to decrease the weights of the terms appearing in the
model that do not receive positive feedback after a period of time. Further details on the
user model updates in Wifs are described in Chapter 2 of this book [29].

The Wifs system has been evaluated to determine the effectiveness of the user profile
in providing personalized reordering of the documents retrieved by ALTAVISTA. Con-
sidering the whole set of documents retrieved by the search engine following the query,
three relevance sorting structures are taken into account based on results provided by
ALTAVISTA, Wifs and the user. The metrics defined in [39, 90] have been employed, in
the perfect ranking hypothesis, to measure the gaps between user-AltaVista and user-
system sorting. By means of a non parametric test, it was shown that the two distribu-
tions are different, with the user-system variable giving lower values, which shows that
the alternative hypothesis is real. Hence, the system sorts sets of documents in a more
relevant way for user needs. The evaluation considered 15 working sessions (where for
each session a query was submitted) and 24 users. The ordering of the first 30 results
was considered. It shows that the system provides roughly a 34% improvement when
compared to the search engine’s non-personalized results (see [54] for details).

Another interesting experiment showed that the system is capable of responding
quickly to the user’s sudden interest changes, through the aforementioned dynamic up-
date mechanism, activated by relevance feedback supplied directly by the user.

6.5.3 InfoWeb

A further approach to personalization is taken by InfoWeb [30], an interactive system
developed for adaptive content-based retrieval of documents belonging to Web digital
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libraries. The distinctive characteristic of InfoWeb is its mechanism for the creation and
management of a stereotype knowledge base, and its use for user modeling. A stereo-
type [69] contains the vector representation of the most significant document belonging
to a specific category of users, initially defined by a domain expert. The system helps
the domain expert build the stereotypes through a k-means clustering technique [52],
which is applied to the whole document collection in an off-line phase. The clustering
starts with specific documents as initial seeds, each one acting as a representative cen-
troid for a class of users. InfoWeb uses the stereotypes exclusively for the construction
of the initial user model. The user’s profile evolves over time in accordance to the user’s
information needs, formulated through queries, using an explicit relevance feedback al-
gorithm that allows the user to provide an assessment of the documents retrieved by the
system.

The filtering system extends the traditional one based on the Vector Space model
because it also takes into account the co-occurrences of terms in the computation of
document relevance and involves user profiles to perform query expansion. The final
document evaluation process involves the representation of the documents, of the user
model, and of the expanded query. The results of the experiments are promising, both
in terms of performance and in the ability to adapt to the user’ shifting interests.

The InfoWeb prototype is specifically designed for digital libraries with an estab-
lished document collection and the presence of a domain expert. Nevertheless, some of
the proposed techniques, e.g., stereotypes and automatic query expansion, can be also
adapted to vast and dynamic environments, such as the Web.

6.6 Collaborative Search Engines

The EUREKSTER4 search engine includes a proprietary module named SearchParty
based on collaborative filtering to help users find the best pages related to a given query.
EUREKSTER implements social filtering by storing all the results selected by the users
for each query submitted to the search engine. Those results will be shared among the
community of users interested in the same topics.

In addition to the social filtering module, the EUREKSTER search engine stores all
the queries submitted by a user and the resources on which he clicks. If a certain amount
of time is spent on a particular resource, when the user re-submits the same query later
on, the previously clicked pages are ranked higher in the result list. Thus, the user does
not have to wade through a long list of search results again in order to find a previously
selected page.

A social adaptive navigation system called Knowledge Sea [89] exploits both the tra-
ditional IR approach, where documents and queries are represented through the Vector
Space Model, and social navigation based on past usage history and user annotations.

Users can search socially, referring to other users’ behavior and opinions, by ex-
amining the color lightness and exploring icons next to each result, which respectively
provide users with information about the popularity of the page and allow the user to
view any available annotations. For example, a dark background means that a document

4 http://www.eurekster.com
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Fig. 6.7. After having selected a particular topic, such as “Personalization of the Internet”, EU-
REKSTER is able to suggest results that other people have previously found useful. In this exam-
ple, the first two results are proposed by social filtering. (Reproduced with permission of Eurek-
ster.)

is popular or it has many annotations, while a light foreground color suggests that the
users have chosen to view the document less frequently than most. Even though the re-
sults of the search are not socially re-ranked, every result is annotated with social visual
cue according with the other users’ past searches.

In order for a search engine to employ a collaborative approach, it is important
to calculate similarity measures among user needs, which could be identified through
queries, and selected documents in result lists. Glance [31] states that the measure of re-
latedness among two queries should not depend on the actual terms in them, but on the
documents returned by the queries. Two queries could be considered synonymous, even
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though they contain no terms in common, such as ‘handheld devices’ and ‘mobile com-
puters’, by looking at the relationship between the documents returned by each. If the
search engine produces many common results for two syntactically different queries,
they should be considered semantically correlated. Zhao et al. [94] present a framework
where the similarity among queries is extended by analyzing the temporal characteris-
tics of the historical click-through, that is, the timestamps of the log data.

In the I-SPY collaborative search engine [76], the queries are considered sets of
unique terms on which the Jaccard measure is used to compute the similarity measure:

Sim(q1, q2) =
|q1 ∩ q2|
|q1 ∪ q2|

Two queries are considered similar if the value computed by the aforesaid formula ex-
ceeds a given similarity threshold. For example ’modem adsl’ and ’modem usb’ are con-
sidered to be duplicates above a 0.25 similarity threshold but not above a 0.5 threshold.

Based on the idea that specialized search engines, that is, engines focused on a par-
ticular topic, attract communities of users with similar information needs, it is possible
to build a statistical model of query-page relevance based on the probability that a page
p is selected by a user when returned as a result for a given query q. In practice, I-Spy
improves result lists from a traditional general purpose search engine analyzing the in-
terests of communities of users. A community may be identified by a query log of a
search box located on specialized Web sites.

This model allows the search engine to personalize search results without relying on
content-analysis techniques, but on the relative frequency with which a page has been
selected in the past in response to a given query. Results frequently selected by users
are promoted ahead of other results returned by a traditional search engines by means
of the following relevance:

Relevance(pj , qi) =
Hij∑
∀j Hij

where Hij indicates the number of users that have selected a page pj given the query qi

so far. The H matrix represents the statistical model of query-page relevance built with
data extracted from a specialized search engine, therefore different matrices are used
for different communities of users. For a closer examination of further group recom-
mendation approaches see Chapter 20 of this book [36].

Compass Filter [46] follows a similar collaborative approach, but it is based on
Web communities, that is, sets of Web documents that are highly inter-connected. A
pre-processing step identifies these communities analyzing the Web hyperlink struc-
ture, similarly to the HITS algorithm [42]. If the user has frequently visited documents
in a particular community X, when he submits a query about X, all the results that fall
into the same community are boosted by the collaborative service. Instead of perform-
ing a re-ranking process, a different approach uses Web communities in order to find
contextualization cues to be combined with the queries [4]. Claypool at al. [16] ex-
plores a possible combination of collaborative and content-based approaches by basing
the interest prediction of a document on a weighted average adapted to the individual
user. An evaluation has shown good results in the on-line newspaper domain.
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6.7 Adaptive Result Clustering

Traditional search engines show the query results in long lists ranked by the similarity
between query and page content. Users usually sift through the list sequentially, exam-
ining the titles and the textual snippets extracted from the pages, in order to find the
information matching their needs. Obviously, this activity might take a long time, es-
pecially if the user is not able to clearly formulate and submit to the search engine a
textual representation of what he is looking for.

Several Web search engines organize results into folders by grouping pages about
the same topics together, for example CLUSTY5 and KARTOO6. The former is based
on the VIVÍSIMO7 clustering engine that arranges results in the style of folders and sub-
folders. In addition to the traditional HTML layout, the meta search engine KARTOO
organizes the returned resources on a graphic interactive map. When the user moves
the pointer over those resources, a brief description of the site appears. The size of the
icons corresponds to the relevance of the site to the given query. As previously noticed,
search systems that arrange results into clusters can be considered personalized because
the users are able to customize the results by navigating and choosing selected clusters
based on their needs.

In the Web domain, clustering is usually performed after the retrieval of the query
results, therefore the whole process must be fast enough to be computed interactively,
while the user waits for results. For this reason, the clustering algorithms usually take
document snippets instead of whole documents as a representation of page contents.
Since, unlike classification, clustering does not require pre-defined categories, the num-
ber and the organization of the clusters should be chosen so that the user can navigate
easily through them. Finally, clustering should provide concise and accurate cluster de-
scriptions that allow the user to find the most useful ones, even in case of polysemous
or misleading queries. For a brief overview of clustering techniques, see Chapter 5 [55].

Further clustering systems are described in the literature, e.g., [91, 93]. The SnakeT
meta-search engine [25] includes an innovative hierarchical clustering algorithm with
reduced time complexity. It allows the users to select a subset of the clusters that are
more likely to satisfy their needs. Then, the system performs a query refinement, build-
ing and submitting a new query that incorporates keywords extracted by the system
from the selected clusters.

Scatter/Gather [19] uses a similar approach, where the user is able to select one or
more clusters for further analysis. The system gathers together all the selected groups
and applies the clustering again, scattering the Web sites into a small number of clusters,
which are again presented to the user. After a sequence of iterations, the clusters become
small enough and the resources are shown to the user.

5 http://www.clusty.com/
6 http://www.kartoo.com/
7 http://www.vivisimo.com/
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6.8 Hyperlink-Based Personalization

Based on one of the enhanced versions of the PageRank algorithm [37], Chirita et al.
[15] proposed a personal ranking platform called PROS that provides personalized rank-
ing of Web pages according to user profiles built automatically, using user bookmarks
or frequently-visited page sets.

In short, the PageRank (PR) is a vote assigned to a page A collected from all the
pages T1..Tn on the Web that point to it. It represents the importance of the page pointed
to, where a link to a page counts as a vote of support. The PageRank of a page A is given
as follows:

PR(A) = (1 − d) + d

[
PR(T1)
C(T1)

+ ... +
PR(Tn)
C(Tn)

]

where the parameter d is the damping factor that can be set between 0 and 1 and C(Tn)
is defined as the number of links in the page Tn. The PR scores provide a priori im-
portance estimates for all of the pages on the Web, independent of the search query. At
query time, these importance scores are combined with traditional IR scores to rank the
query results.

Briefly, in PROS, the pages judged more interesting for the user are given to the
HubFinder module that collects hub pages related to the user topics, that is, pages that
contain many links to high-quality resources. That module analyzes just the link struc-
ture of the Web, running a customized version of Kleinberg’s HITS algorithm [42]. A
further algorithm, called HubRank, combines the PR value with the hub value of Web
pages in order to further extend the result set of HubFinder. The final page set is given
to the personalized version of PageRank [37] that re-ranks the result pages each time
the user submits a query.

The two algorithms, HubFinder and HubRank use the Web link structure to find
topic-related pages and to rank the Web pages needed to build the user profile for the
Personalized PageRank algorithm. The pages judged more interesting are collected and
the expanded sets are built automatically, using bookmarks and the most visited pages.
The process does not require explicit activity by the user.

In order to enable “topic sensitive” Web searches, in [34], the importance for each
page is calculated by tailoring the PageRank scores for each topic. Thus, pages consid-
ered important in some subject domains may not be considered important in others. For
this reason, the algorithm computes 16 topic-sensitive PageRank sets of values, each
based on URLs from the top-level categories of the OPEN DIRECTORY PROJECT. Each
time a query is submitted, it is matched to each of these topics and, instead of using
a single global PageRank value, a linear combination of the topic-sensitive ranks are
drawn, weighted using the similarities of the query to the topics. Since all the link-
based computation are performed off-line, the time spent for the process is comparable
to the original PageRank algorithm. Experiments led on this system concluded that the
use of topic-specific PageRank scores can improve Web search accuracy.

Qui and Cho [63] extends the Topic-Sensitive PageRank computing multiple ranks,
one for each OPD topic. When a query is submitted, the most suitable rank is selected
(that is, the rank of the topic that most closely matches the given query) and used for
ranking. A personalized version of PageRank based on DNS domains is proposed in
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[2], while a personalized system named Persona based on the ODP taxonomy, and
on an improved version of the HITS algorithm [14] that incorporates user feedback is
discussed in [81].

6.9 Combined Approaches to Personalization

Some prototypes provide personalized search combining more than one adaptive ap-
proach. For example Outride uses both the browsing history and the current context
in order to perform personalization, in the form of query modification and result re-
ranking. A second system, named infoFACTORY, uses an alerting approach trained ac-
cording to the categories explicitly selected by the user.

6.9.1 Outride

Outride Inc., an information retrieval technology company acquired by GOOGLE in
2001, introduced a contextual computing system for the personalization of search en-
gine results [62]. Contextualization and individualization are the two different compu-
tational techniques used to perform the personalization. The former is related to the
“interrelated conditions that occur within an activity”, e.g., the kind of information
available, the applications in use, and the documents currently examined, while indi-
vidualization refers to the “characteristics that distinguishes an individual”, such as his
goals, knowledge and behaviors assumed during the search.

Adomavicius and Tuzhilin [1] stress this division from the user profiling point of
view, identifying two components: behavioral and factual. The latter corresponds to
the output of the above-mentioned individualization process. In contrast, the behavioral
component contains information about the on-line activities of the user. For instance, a
common representation is based on association rules, where interesting associations or
correlation relationships among large set of usage data are extracted, e.g., when shop-
ping on Friday, user X usually spends more than $20 on DVDs. Further details can be
found in Chapter 3 of this book [57].

Outride’s user model includes both the contextualization and individualization tech-
nique, aiming at determining a measure of importance that differs from the traditional
relevance measures based, for example, on citation and hyperlink approaches. Those
measures are characterized by values that affect the results for the entire user popula-
tion, without taking into account any contextual or individual information on the user,
the change in the user’s interests and knowledge over time, or the documents he deems
relevant.

In practice, the Outride client is integrated into the sidebar of the Internet Explorer
browser. Its user model is based on the hierarchical taxonomy of the OPEN DIRECTORY

PROJECT, where a subset of categories are weighted according to the current user needs.
These weights are initially set by looking through links suggested by the user, and they
are kept updated each time the user clicks on a document, while a surfing history stores
the last 1,000 selected links. Therefore, both the explicit and implicit feedback have
been utilized.
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Fig. 6.8. The main page of the infoFACTORY monitoring service. From this page, the user can
access documents classified according to custom, user-defined categories (see the folder icons).
New recently discovered updates, are labeled with a NEW! icon. Users may have several profiles,
one per topic. A round green icon with a check mark inside indicates that the notification service
is enabled for that profile.

The user model is used both for query augmentation and result re-ranking. In the first
case, information from the selected categories from the ODP and the Web document
currently viewed are compared to the query. If they are similar, the submitted query
is related to topics the user has previously seen, an the system can improve it with
similar terms in order to disambiguate the query and suggest synonyms. The results
from a search engine are re-ranked according to the content of the user model and
the current user context, extracting textual information from the pages, e.g., titles and
other metadata, and comparing them with a VSM-based representation of the profile.
An evaluation of the time spent completing a given set of tasks shows that both novice
and expert users are able to find information more quickly using the Outride client than
using traditional tools.

6.9.2 infoFACTORY

Finally, it is worth mentioning that infoFACTORY [82] contains a large set of integrated
Web tools and services that are able to evaluate and classify documents retrieved fol-
lowing a user profile. This system suggests new, potentially interesting contents as soon
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as it is published on the Web. Thus, it is an application of personalized information pro-
vided by means of push technology, instead of the traditional pull technology employed
by search engines.

The infoMONITOR component of the system automatically and periodically moni-
tors a selected set of Web resources in order to discover and notify the user about new
and interesting documents. Examples of monitored resources include Web sites, portals
devoted to a particular topic, daily news sites, journals and magazines, UseNet news,
and search engines. Users are able to define their own custom categories, each one rep-
resented by a topic-specific profile. Documents are collected and classified into these
user-defined categories, which are then used to display the new information, as shown
in Fig. 6.8. The user can customize the notification service, requesting e-mail and/or
SMS alerting.

6.10 Conclusions

Personalized search on the Web is a research field that has been recently gaining in-
terest, since it is a possible solution to the information overload problem. The reason
is quite simple: information plays a crucial role for each user, and users are constantly
challenged to take charge of the information they need to achieve both their personal
and professional goals. The ability to filter and create a personalized collection of re-
sources simplifies the whole searching process, increasing search engine accuracy and
reducing the time the user has to spend to sift through the results for a given query.
The same personalization techniques could also be employed to provide advertisements
tailored to the current user activity or to proactively collect information on behalf of a
user. This chapter provides an introduction to that field, focusing on some of the most
interesting and promising approaches and techniques. Some of these researches have
been employed in real information systems, while others remain under exploration in
research labs. The novelty and liveliness of the personalization field suggests that, over
the next few years, new and interesting algorithms and approaches will be proposed and
probably transferred to the information systems with which users interact in every day
use, such as, search engines or desktop search tools. Ontologies and the Semantic Web8

are two important research fields that are beginning to receive attention in this context.
Gauch et al. [28] are investigating techniques that build ontology-based user profiles
without user interaction, automatically monitoring the user’s browsing habits. Dolog et
al. [22] are studying mechanisms based on logical mapping rules and description logics,
which allow metadata and ontology concepts to be mapped to concepts stored in user
profiles. This logical characterization formally enables the personalization techniques
in a common language, such as FOL, and the reasoning over the Semantic Web (for a
closer examination see Chapter 23 [23]).

If the user is working to achieve specific goals, successful systems should recognize
those goals and predict aspects of their future behavior. Since the system has expecta-
tions about the next user actions, if it is flexible it can adapt itself to the users, thus it
should be possible to considerably speed up human-computer interaction.

8 http://www.w3.org/2001/sw/
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The plan-recognition techniques applied during personalization usually attempt to
recognize patterns in user behavior, finding in the set of past actions the ones that are
likely to be taken next. For example, some statistical models based on random variables
make assumptions about unknown parameters, extrapolating them from observed sam-
ple results. These parameters could represent aspects of a user’s future behavior, such
as their goals, allowing the system to predict their forthcoming actions [95].

Language semantic analysis to understand the meaning of Web content and - more
importantly - how it relates to a user’s query is a further important field of research
in the personalization domain. Language Modeling and Question Answering are two
important Natural Language Processing (NLP) research areas that could lead to break-
throughs in the development of personalized search systems. New search engines based
on these technologies may be able to understand the users’ intention through the analy-
sis of user-supplied natural language questions. They may be able to better understand
keywords in the queries by recognizing various sentence types, analyze syntax, and dis-
ambiguate word senses in context. As a result, search results will be more accurate,
satisfactory, and reliable.
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