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Abstract. We address a novel issue for logic programming, namely the problem
of evaluating ranked top-k queries. The problem occurs for instance, when we al-
low queries such as “find cheap hotels close to the conference location” in which
vague predicates like cheap and close occur. Vague predicates have the effect that
each tuple in the answer set has now a score in [0,1]. We show how to compute
the top-k answers in case the set of facts is huge, without evaluating all the tuples.
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1 Introduction

In this paper we address a novel issue for Logic Programs (LPs) with a huge set of facts,
namely the problem of evaluating ranked top-k queries. In classical logic programming,
an answer to a query is a set of tuples that satisfy a query. Each tuple may or may not
satisfy the predicates in the query. However, very often the information need of a user
involves so-called fuzzy/vague predicates. For instance, a user may have the following
information need: “Find cheap hotels near to the conference location”. Here, cheap and
near are fuzzy predicates. Unlike the classical case, tuples satisfy now these predicates
to a score (usually in [0, 1]). In the former case the score may depend, e.g., on the price,
while in the latter case it may depend e.g. on the distance between the hotel location
and the conference location.

Therefore, a major problem we have to face with in such cases is that now an answer
is a set of tuples ranked according to their score. This poses a new challenge in case
we have to deal with a huge amount of facts. Indeed, virtually every tuple may satisfy a
query with a non-zero score and, thus, has to be ranked. Of course, computing all these
scores, ranking them and then selecting the top-k ones is not feasible in practice.

In this work, we address the top-k retrieval problem for Datalog. At the extensional
level, each fact may have a score, while at the intentional level rules describe the domain
of application. Queries are conjunctive queries in which vague predicates may occur.

2 Preliminaries

The formalism we consider is defined as follows. The score space (i.e. truth space) is
S = [0, 1]. We anticipate informally that an interpretation will assign a score (i.e. truth)



to a ground atom and that the answers to a query (i.e. ground instances of an atom) will
be ranked (in decreasing order) according to their scores.

A term is either a variable or a constant.

Let Vg and V; be disjoint sets of n-ary extensional and intentional predicate sym-
bols, respectively. An atom is of the form p(t1,...,t,), where p is an n-ary predicate
symbol and all ¢; are terms. An atom is ground if no variable occurs in it. A logic pro-
gram P is made out of an extensional database (EDB), P, and an intentional database
(IDB), P;. The extensional database is a set of facts of the form r(c) < b, where r(c)
is a ground atom, 7 is an extensional predicate and b € S is a score value. The intuition
here is that b is the assigned score to tuple c in relation 7. For convenience, for each
n-ary extensional predicate r, we represent the facts r(c1, ..., ¢,) < bin P by means
of a relational n + 1-ary table T;., containing the records (c1, . . ., ¢,, b). Thus, the table
contains all the instances of 7 together with their scores. We assume that there cannot
be two records (¢, ..., ¢y, b1) and {(c1,...,cp,bo) in T, with by # by (in case their
are, we remove the one with the lower score). Each table is sorted in descending order
with respect to the scores. Usually, the score of a tuple in a relation has been computed
(possibly off-line) by a specific system. For instance, we may have an underlying image
retrieval system that for each identified object in an image has m scores, one for each
of the m attributes (see, e.g. [8]).

The intentional database is a set of rules in which all variables in the head do also
appear in the rule body. To facilitate the reading, we first give an example of rule with its
intended meaning and then provide the formal definition. Assume we would like to rep-
resent the set of good conference hotels ¢(x), which are hotels close to the conference
location. Assume that we have a relational table of hotels, their location and their price,
a table of conferences and their location, a distance table reporting the distance among
two locations, and two tables for the extensional predicates, cheap and close, whose
instances are scored with respect to the following functions, where the former depends
on the price, while the latter depends on the distance: scpeqp(p) = max(0,1 — p/200),
and S¢j0se(d) = max(0, 1 — d/2000). Then following rule may be a candidate rule: for
a given conference c

q(h) < min[hotel(h, hLoc, price), con ference(c, cLoc),

distance(hLoc, cLoc, d)] - cheap(price) - close(d).

Essentially, in the above rule, the score of ¢(h) is determined by taking the min of the
first three atoms and then take the product of it with the last expression. This is similar
as it happens in top-k retrieval in the context of relational databases [3,4, 6]: the data
is represented in relational tables and the SQL query language is extended to allow to
express a scoring function, which may use the values occurring in the retrieved records,
to compute the final score of the retrieved record.

So, let F be a set of total score combination functions, i.e. computable functions 1
f:10,1]™ — [0, 1] used to manipulate score values, e.g. min, max, -, +, . . .. Score com-
bination functions will have a fixed interpretation, i.e. we will consider them as built-in
functions. Then an intentional database is a set of rules of form p(x) «— f(A41,...,4n),
where () p is an intentional predicate; (i¢) A; is an atom ¢(t) and t is a tuple of terms
(g is either an intentional or an extensional predicate symbol); and (ii¢) f is a score

! With computable we mean that for any input, the value of f can be determined in finite time.



combination function, which is assumed to be monotone in its arguments. Note that
the extensional predicates do not occur in the head of rules of the intentional database.
Essentially, we do not allow that the fact predicates occurring in Pg can be redefined
by Pr. A classical rule is one in which f is min.

From the semantics point of view, the Herbrand universe Hp of P is the set of
constants appearing in P. If there is no constant symbol in P then consider Hp = {c},
where c is an arbitrary chosen constant. The Herbrand base Bp of P is the set of
ground instantiations of atoms appearing in P (ground instantiations are obtained by
replacing all variable symbols with constants of the Herbrand universe). Let P* be
the set of ground rule instantiations obtained from P. Note that P* is always finite. An
interpretation I is a partial mapping from intentional and extensional atoms to [0, 1] (we
recall that for a constant ¢, I(¢) = ¢). Note that, as I may be a partial function, some
atoms may not have a score. Alternatively, we may assume I to be a total function. We
use the former formulation to distinguish the case where a tuple ¢ may be retrieved,
though the score is 0, from the tuples which do not satisfy the query and, thus, would
be not retrieved. In particular, if a tuple does not belong to an extensional relation then
its score is assumed to be undefined, while if [ is total, then the score of this tuple
would be 0. We denote with de f(I) the set of ground atoms on which I is defined. We
say that I is a model of P, denoted I |= P, iff for all facts A «— b € Pg, I(A) > b
and for all rules A — f(A1,...,A,) € Pr such that all I(4;) are defined, I(A) >
f(I(A1),...,I(Ay)) holds (note that the function f € F has a fixed interpretation,
which we identify with f itself). We say that an interpretation [ is a minimal model
of P iff I = P and for any other model J of P, def(I) C def(J) and for all A €
def(I) I(A) < J(A) holds. 2 It is not difficult to see that there is an unique minimal
model Mp of P. The proof is based on the existence of a partial monotone immediate
consequence operator T’p, whose fixed-points are models of P: for any ground atom
A € Bp Tp(I)(A) = max{I(p) | A « ¢ € P*}, where max () is undefined (P* is
finite, so max can be used).

A query is an intentional predicate symbol q. The answer set of ¢ w.r.t. P is defined
as the set ans(q, P) of tuples (¢, s) € Hp X ... x Hp x [0,1] such that Mp(g(c)) = s
(the score of c is s in the minimal model).

Example 1. Given the logic program P = {(q(z) < 0.5 - (p(z) + r(x))), (p(a) «—

0.9), (p(b) < 0.2), (r(b) «— 0.4)} then Mp(p(a)) = 0.9, Mp(p(b)) = 0.2, Mp(r(b)) =
0.4, Mp(q(b)) = 0.3and ans(q, P) = {(b,0.3)}, while ans(p, P) = {{a,0.9), (b,0.2)
If Mp has to be a total interpretation then additionally Mp(r(a)) = 0, Mp(g(a)) =

0.45 and (a, 0.45) € ans(q, P).

Example 2. Given the logic program P = {(¢q(z) < (¢(z) + 1)/2), (p(a) < 0.4)}
then Mp(p(a)) = 0.4, Mp(q(a)) = 1 and ans(q, P) = {(a,1)}. Note that P ex-
hibits a well-known behaviour, requiring w steps of T’p iterations to obtain the minimal
model [5, 13].

The basic reasoning service that mainly concerns us is:

% The least interpretation is unique and is I, where def(IL) = 0, i.e. I is undefined every-
where.



Top-k retrieval: Given P, retrieve the top-k ranked tuples of the answer set of ¢
w.r.t. the score, denoted ansy(q, P) = Top,,(ans(q, P)).

We note that retrieving the top-k answers of an extensional predicate symbol r is trivial
as we have just to retrieve the first k£ tuples in the relational table 7). associated to r.
Hence, we restrict top-k retrieval to intentional predicates only.

3 Top-k information retrieval

We next provide an incremental top-down top-k query answering algorithm. Note that,
as Example 2 shows, computing an answer (and, thus, the top-k answers) may not be
possible in finite time in general. A usual way to overcome this situation is to rely
on bounded score combination functions f, i.e. for all ¢, f(x1,...,2,) < z;. In this
case it can be shown that the least-fixed point is reached after a finite number of T},
iterations [9].

To start with, we use the usual relation “directly depends on” among predicate sym-
bols, i.e. given P, we say that predicate symbol p directly depends on predicate symbol
q if there is a rule in P such that p occurs in the head of it and ¢ occurs in the body
of it. The relation depends on is the transitive closure of “directly depends on”. The
dependency graph of P is a directed graph where nodes are predicate symbols and the
set of edges is the “directly depends on” relation. The program is recursive if there is
a cycle in the dependency graph (i.e. there is p depending on p). We also say that P is
deterministic if for each intentional predicate symbol p there is at most one rule in P
having p in its head.

A practical useful case is when the logic program contains only classical rules,
except for the rules having the query in the head. This depicts the scenario when a
top-k query involving vague predicates is issued on top of a classical logic program
(deductive database), as for the “find cheap hotels” example. We call such programs
classical top-k programs. The top-k retrieval problem for non-recursive classical top-k
programs has been addressed in [11], were it has been shown that for a non-recursive
classical top-k program P and query predicate ¢, ans(q,P) can be determined in
LogSpace w.r.t. the size of Pg.

The procedure is based on a query reformulation step, in which a rule involving
the query predicate in the head is reformulated by replacing an atom A in the body by
means of the rule body ¢, for A <+ ¢ € P, and finally applying a top-k algorithm for
relational databases to the obtained query transformations.

For the more general case, this simple strategy is no longer possible. Of course, we
always have the possibility to compute all answers (whenever termination is guaran-
teed), to rank them and to select the top-k ones only. However, this requires to compute
the score of all answers. We would like to avoid this in cases in which the extensional
database is large and potentially too many tuples would satisfy the query. A distinguish-
ing feature of our query answering procedure is that we do not determine all answers by
discovering all proofs as e.g. in [5, 13], but rather apply a variant of so-called memoing
techniques developed for classical logic programming —see, e.g. [15] for an overview.
Essentially, the basic idea of our procedure is to collect, during the computation, all an-
swers incrementally together in a similar way as it is done for classical Datalog. Hence,



for instance, we do not rely on any notion of atom unification, but rather iteratively
access relational tables using relational algebra.

The presentation of our algorithm proceeds as follows. We present a top-k answer-
ing procedure for deterministic logic programs (at most one rule per predicate symbol
p in the head). Due to lack of space we are not able to include also the more general
case of non-deterministic LPs as well (more than one rule per predicate symbol p in the
head), which will be included in an extended version of the paper. For this latter case,
we just show the problem introduced and outline the solution for it. For the rest of this
paper we will assume that the score combination functions are bounded, to avoid such
cases as shown in Example 2.

Given r : ¢(x) «— ¢ € P, with s(g,r) we denote the set of sons of ¢ w.r.t. r,
i.e. the set of intentional predicate symbols occurring in ¢. With p(g) we denote the
set of parents of ¢, i.e. the set p(q) = {p;:q € s(p;,7)} (the set of predicate symbols
directly depending on q).

Top-k query answering for deterministic LPs. The procedure TopAnswers is detailed
in Table 1. The procedure uses some auxiliary functions and data structures: (¢) the vari-
able rankedList contains, for each intentional predicate p, the current top-ranked tu-
ples together with their score. For each p, the tuples (c, s) in rankedList(p) are ranked
in decreasing order with respect to the score s. We do not allow (c, s) and (c, s) to oc-
cur in rankedList(p) with s # s’ (if so, we remove the tuple with the lower score);
(i) the variable dg collects the predicate symbols the query predicate ¢ depends on;
(i41) the array variable exp traces the rule bodies that have been “expanded” (the pred-
icate symbols occurring in the rule body are put into the active list); (iv) the variable
in keeps track of the predicate symbols that have been put into the active list so far
due to an expansion (to avoid, to put the same predicate symbol multiple times in the
active list due to rule body expansion). There are other variables, which however do
play a role in the procedure get NextTuple only (see Table 1), and are defined in the
TopAnswers procedure as they act as global variables. We will discuss them in detail
once we address the get NextTuple procedure later on.

Overall, the procedure works as follows. Assume, we are interested in determining
the top-k answers of ¢(x). We start with putting the predicate symbol ¢ in the active
list of predicate symbols A. At each iteration step we select a new predicate p from the
queue A and get a new tuple (get NexTuple(p, r)) satisfying the rule body r whose
head contains p with respect to the answers gathered so far. If the evaluation leads to a
new answer for p (A, # (), we update the current answer set rankedList(p) and add
all predicates p; directly depending on p to the queue A. At some point the active list
will become empty and we have actually found correct answers of ¢(x). A threshold
will be used to determine when we can stop retrieving tuples. Indeed, the threshold
determines when any newly retrieved tuple for ¢ scores lower than the current top-k
and, thus, cannot modify the top-k ranking (step 9). So, step 1 loops until we do not
have k£ answers above the threshold or, two successive loops do not modify the current
set of answers (step 9). Step 2 initializes the active list of predicates. Step 3. loops until
no predicate has to be processed anymore. In step 4, we select a predicate symbol to
be processed. In step 5, we retrieve the next answer for p. If a new answer has been
retrieved (step 6, A, # () then we update the current answer set rankedList(p) and



Table 1. The top-k query answering procedure.

Procedure TopAnswers(P, q, k)
Input: Logic program P, query predicate g, k > 1;
Output: Mapping rankedList such that rankedList(q) contains top-k answers of ¢
Init: § = 1, for all rules r : p(x) < ¢ in P do
if p intentional then rankedList(p) = 0, Q(p, r) := 0;
if p extensional then rankedList(p) = T}, endfor
loop
A:= {q},dg:= {q}, in:= 0, rL’ := rankedList, for all rules r : p(x) < ¢ do exp(p, r) = false;
while (A # 0) do
select p € A where 7 : p(x) «— ¢, A:= A\ {p}, dg :=dgUs(p,r);
A, := getNextTuple(p,r)
if A, # 0 then rankedList(p) := rankedList(p) U A,, A := AU (p(p) N dg):
if not exp(p, r) then exp(p, r) = true,A := AU (s(p,7) \ in), in:= in U s(p, r);
endwhile
8. Update threshold J;
9. until (rankedList(q) does contain k top-ranked tuples with score above &) or (rL’ = rankedList);
10. return top-k ranked tuples in rankedList(q);

NN R L=

Procedure get NextTuple(p, r)
Input: Intentional predicate symbol p and rule 7 : p(x) «— f(A1,...,A,) € P;
Output: Next tuple satisfying the body of the r together with the score
Init: Let p; be the predicate symbol occurring in A;;
1. ifQ(p, r) # 0 then
(t, s) := getTop(Q(p, r)), remove (t, s) from Q(p, r), return {(t, s)} fi
loop
2 Generate the set T of all new join tuples t, using all tuples seen so far in all rankedList(p;) using symmetric hash join
3 forallt € T do
4. s := compute the score of p(t) using f;
5. if neither (t, s’) € rankedLlst(p) nor (t, s’) € Q(p, r) with s < s’ then insert (t, s) into Q(p) endfor
until Q(p, 7) # 0 or no new valid join tuple can be generated
6. if Q(p, r) # 0 then (t, s) := getTop(Q(p, )), remove (t, s) from Q(p), return {(t, s) } else return { fi

add all predicates p;, that directly depend on p, to the queue A. In step 7, we put once
all intentional predicate symbols appearing in the rule body of p in the active list for
further processing.

We next describe the get NextTuple procedure (see Table 1). It’s main purpose is,
given a predicate symbol p and a rule 7 : p(x) < ¢, to get back the next tuple (and its
score) satisfying the conditions of the rule r. The procedure is a generalization of the
analogous get Next procedure described in [4] and uses the so-called symmetric Hash
Rank Join (HRJN) algorithm. This is not surprising as the list of atoms in a rule body
may be seen as multiple joins together with a scoring function.

Let us first describe the intuition behind the procedure. For the sake of illustrative
purposes assume that the rule 7 associated to p is p(z) < p1(z,y) - p2(y, 2) € P. The
idea is as follows:

1. we incrementally generate new valid join combinations (x,y, z) from the tuples
in rankedList(p;) and rankedList(p2) using some join strategy. In particular,
as [4], we alternatively access first rankedList(p;) and then rankedList(ps).
We select the next unseen tuple in rankedList(p;) and then build all join com-
binations with the tuples seen so far in rankedList(p2). Then we select the next
unseen tuple in rankedList(pz) and then build all join combinations with the tu-



ples seen so far in rankedList(p;) and so on until we find some valid join tuples
Q(p,7) # 0).

2. the join tuples and their scores will be put in the queue Q(p, ) and the top-ranked
one is returned.

Specifically, in step 1, whenever we already have some tuples in the queue Q(p, ) of
p (obtained by a previous call) then we just return the top-ranked one. Ties are split
randomly. In step 2 we generate all candidate joins, involving all seen tuples of the
predicates occurring in the rule body of p. For each of them we compute its score (step
4). We put the results on the queue Q(p, r) (step 5) and return the top-ranked one. As
Q(p, r) may still contain answers for p, the next time we ask for a next tuple with respect
to p and r, we access Q(p, r') directly (step 1).

Finally, threshold ¢ is determined as follows. It is computed as in [4]. Suppose
that for the query predicate ¢ we have a rule r : g(z) < f(p1,...,pn) € P. Let
t; be the last tuple seen in rankedList(p;), while let t] be the top ranked one in
rankedList(p;). With t;.score we indicate the tuple’s score. Then § is the maximum
of the following n values:

i T T

01 = f(t1 .score,ty .score, . .., t, .score)
T 1 T

b2 = f(ty .score,ty .score, ..., t, .score)
T T 1

0n = f(t1 .score,ty .score, ..., t;, .score) .

For instance, for ¢(z) < p1(z,y) - p2(y, z) € P we have

L T
01 = ty .score -ty .score
T 1
b2 = t, .score - t3 .score

§ = max(d1,d2) .

It is not difficult to see that whenever we consider a new join combination, its score
will be below to 4. Indeed, if we consider a new join tuple using the next unseen tuple
from rankedList(p;) and a seen tuple in rankedList(ps), its score will be below 41,
while if we consider a new join tuple using the next unseen tuple from rankedList(ps)
and a seen tuple in rankedList(p;), its score will be below 2. Therefore, overall the
score will be below §. It is thus not surprising that whenever we have top-k answers for
g with score above § we can stop the retrieval process (see step 9 of TopAnswers).
This property can be generalized to n-ary joins (see [4], Theorem 4.2.1). For the sake
of illustrative purposes, let us consider the following abstract examples.

Example 3. Assume that we have the following query rule g(x) « min(ri(x, y), r2(y, 2)),
where ¢ is the query predicate and 71,7, are extensional predicates with tables (with
millions of tuples)

recld 1 T2

1 a b 1.0||lm h 0.95
c d 0.9|lm j 0.85
c f 0.8|[f k 0.75
I m 0.7||m n 0.65
o p 0.6|]|p q 0.55
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The table below reports a top-2 retrieval computation. The left table reports data related
to each loop in the Top Answers procedure, while the other shows at each iteration the
execution get NextTuple (r;(i) means that we access the i-th tuple in relation r;). The
first call of get NextTuple(q) requires several alternative accesses to r; before a tuple
can be found ({e, k,0.75)). In the second call we get immediately two candidate tuples.
In the third call, as Q(g,7) # 0 we get immediately the next candidate ({I,7,0.7)).
Finally, in the fourth call, we retrieve (I, n,0.65). As now rankedList(q) contains 2
answers above the threshold of 0.7, we can stop and return {({e, k,0.75), (I, h,0.7)}.
Note that no new retrieved answer may have a score above 0.7. Indeed, the next one
would be (0, ¢,0.55) and, thus, not all tuples are processed (which would be unfeasible
in practice).

[ getNextTuple ]
l]tﬁ‘l'[[)i[<tri7si>[(1(p7 r) l

TopAn-swers ] T [ -
[Iter[A[p]A, [rankedList(p) [6 | ralra(l) |-
1. |q|q|{e, k,0.75)|(e, k,0.75) 0.8 ri|r1(2) |—
2. |qlq| (0, h, 0.7) [{e, k,0.75Y, (I, k, 0.7) 0.75 ra|ra(2) |-
3. la[a[{1,4,0.7) [{e, ,0.75), (I, h,0.7), {1, 5,0.7)|0.75 1 7‘183 <— b.0.75)
(e, k,0.75), (I, h,0.7), T2|T2 e, k, 0.
4 a|a{ln, 0.65) | " 7y 6 65) 0.7 N\eTri[ri (@) (I, h,0.7), @, 7,07)
3. |—|= (1,4,0.7)
4. |ra|r2(4) [{l,n,0.65)

From computational point of view, by a similar analysis as in [9], it can be shown that
TopAnswer is exponential with respect to |P| (combined complexity), but polynomial
in |Pg| (data complexity), and we have:

Proposition 1. Given a deterministic logic program P in which all scoring functions
are bounded, then TopAnswers(P,q, k) terminates with TopAnswers(P,q,k) =
ansy (g, P).

Top-k query answering for general LPs. We first illustrate the problem that is intro-
duced in the case a predicate symbol p is in the head of multiple rules and then sketch
how we solve it. Our top-k retrieval algorithm is based on the fact that whenever we
find a new instance (c, s) for a predicate p occurring in P, any successive retrieved
instance (c’, s’) for p is scored lower than (c, s), i.e. s’ < s (the fact that score com-
bination functions are bounded is crucial here), which allows us to apply the stopping
criteria based on a threshold. Unfortunately, if p is in the head of more than one rule
this is no longer true. Indeed, clearly two rules p(x) < ¢; and p(x) < ¢- are equiv-
alent to the rule p(x) «+ max(¢1, ¢2), and max is not a bounded score combination
function. So, it is not difficult to find an example where given a retrieved instance (c, s)
for p, a successive retrieved instance (c’, s’} for p may have a score higher than (c, s),
ie. s’ > s.

Example 4. Consider the seven rules q(z) «— t1(x), ¢(z) «— p1(x), p1(x) «— ta(x),
ti(a) «— 0.4, t;(b) «— 0.3, ta(c) «— 0.5, ta(d) < 0.2. A naive extension of our
procedure, may retrieve first (a, 0.4) for g, second (¢, 0.5), third (b, 0.3) and, eventually
(d,0.2).

As we can see in the above example, it may not be guaranteed that any successive
retrieved tuple for ¢ is scored lower than the previous one. However, there is still a



simple strategy to overcome to this problem. In fact, note that any successively retrieved
tuple for rule 7 : g(x) < t1(x) is scored lower than the one retrieved before for r.
Similarly, any successively retrieved tuple for rule ro : g(x) < pi(x) is scored lower
than the one retrieved before for r,. Therefore, one strategy may be to gather at least
one answer for each of the rules r; and 5 and only then merge the retrieved answers
for 1 and 75 to build the answers for ¢. This will guarantee that successively retrieved
answers for r1 and r9 are scored lower than the already retrieved ones for ¢. Of course,
the threshold ¢ for ¢ is now 6 = max(d,,,d., }, where ¢,., and §,., are computed as
previously for rule r; and r,, respectively. The detailed procedure will be described in
more detail in an extended work.

4 Conclusions

The problem of top-k retrieval will be an important problem, e.g. in logic-based (mul-
timedia) information retrieval. We have addressed this issue in the context of logic pro-
grams. We are unaware of any other work addressing this problem for many-valued
(recursive) logic programs (for non-recursive logic programs, see [11, 14]), computing
the answers iteratively accessing relational tables using relational algebra (and, thus, is
not resolution-based).

Major topics for future research include: (i) can we refine our strategy in case the
score combination functions are not bounded? (i) How can we deal with aggregates
(maybe relying on [7])? (éii) Can we apply similar ideas to other popular logical for-
malism, such as Description Logics (DLs) [1] (the only work we know about are [12,
10]) and their combination with LPs?
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