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ABSTRACT
Wireless ad-hoc networks are based on shared medium technology where the nodes arrange
access to the medium in a distributed way independent of their current traffic demand. This has
the inherent drawback that a node that serves as a relay node for transmissions of multiple
neighboring nodes is prone to become a performance “bottleneck”. In the present paper such a
bottleneck node is modeled via an idealized fluid-flow queueing model in which the complex
packet-level behavior (mac) is represented by a small set of parameters. We extensively
validate the model by ad-hoc network simulations that include all the details of the widely used
ieee 802.11 mac-protocol. Further we show that the overall flow transfer time of a multi-hop
flow, which consists of the sum of the delays at the individual nodes, improves by granting a
larger share of the medium capacity to the bottleneck node. Such alternative resource sharing
strategies can be enforced in real systems by deploying the recently standardized ieee 802.11e
mac-protocol.We propose a mapping between the parameter settings of ieee 802.11e and the
fluid-flow model, and validate the fluid-flow model and the parameter mapping with detailed
system simulations.
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Abstract. Wireless ad-hoc networks are based on shared medium tech-
nology where the nodes arrange access to the medium in a distributed
way independent of their current traffic demand. This has the inherent
drawback that a node that serves as a relay node for transmissions of
multiple neighboring nodes is prone to become a performance “bottle-
neck”. In the present paper such a bottleneck node is modeled via an
idealized fluid-flow queueing model in which the complex packet-level
behavior (mac) is represented by a small set of parameters. We exten-
sively validate the model by ad-hoc network simulations that include all
the details of the widely used ieee 802.11 mac-protocol. Further we show
that the overall flow transfer time of a multi-hop flow, which consists of
the sum of the delays at the individual nodes, improves by granting a
larger share of the medium capacity to the bottleneck node. Such al-
ternative resource sharing strategies can be enforced in real systems by
deploying the recently standardized ieee 802.11e mac-protocol. We pro-
pose a mapping between the parameter settings of ieee 802.11e and the
fluid-flow model, and validate the fluid-flow model and the parameter
mapping with detailed system simulations.

1 Introduction

Developments in wireless communication technology open up the possibility of
deploying wireless ad-hoc networks; these networks can be rolled out instantly
without any fixed infrastructure or pre-advanced configuration. Currently, ieee
802.11 wireless lan [8] is the most popular technology used for wireless ad-hoc
networks. Up to now mainly ieee 802.11b was used for ad-hoc networking, but
in 2005 ieee 802.11e was standardized allowing for service differentiation.
Ad-hoc networks have two important characteristics: i) stations that can-

not directly communicate with each other use other stations as relay nodes; ii)
stations contend for access to the wireless medium in a distributed fashion. A
consequence of the first characteristic is that certain nodes, in particular nodes
that have a central location, are likely to become relay nodes having consid-
erably higher traffic loads than other nodes. The second characteristic entails
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that there is a lack of coordination between the nodes which may result in
non-optimal sharing of the medium capacity. Therefore, a relay node can easily
become a performance bottleneck. For example, when a relay node obtains the
same share of the medium capacity as each of its active neighboring nodes, the
input rate of traffic into the relay node regularly exceeds the output rate when
more than one neighboring node sends traffic via the relay node. This results in
the accumulation of backlogged traffic and consequently in increasing delays.

The vast majority of ad-hoc network performance studies available in the lit-
erature is based on simulation, see e.g. [6, 7]. These studies usually capture great
detail of the ad-hoc network protocols, but have the intrinsic drawback that they
do not provide deeper understanding of the impact of the parameters on the real-
ized performance. Moreover, simulation runtime may become prohibitively large,
hampering, e.g., sensitivity analysis or parameter optimization. Analytical per-
formance models usually capture less detail in order to retain tractability, but
do provide insight into the behavior of the system.

In [1] we introduced a performance model for 2-hop flows (i.e., file transfer)
relayed by a bottleneck node in an ieee 802.11b ad-hoc network. The modeling
approach is based on the principle of separation of time scales. The entire packet-
level behavior is captured in the net medium capacity, which can be obtained by
the well-known model of Bianchi [2]. Subsequently the net medium capacity is
used as service capacity in a flow-level model that captures the “user dynamics”,
i.e., the initiation and completion of file transfer from neighboring source nodes
to destinations via the bottleneck node. Another aspect of the modeling approach
in [1] is that the flow-level model is based on so-called fluid flows, i.e., flows are
modeled as if they continuously send traffic instead of sending individual packets.
This modeling approach has been successfully used before for the single-hop case,
see [5, 10]; the model in [1] could be regarded as an extension to the situation of
an additional hop that requires a share of the medium capacity.

The time-scale separation considerably reduces the complexity of the model
in [1]. In particular, insightful, explicit formulas are obtained for the mean val-
ues of, e.g., the delay per hop and the overall transfer time of a 2-hop flow.
These expressions can easily be evaluated in order to generate numerical results.
However, [1] did not investigate whether the model really accurately describes
the behavior of an ieee 802.11 ad-hoc network. Furthermore, [1] focuses on the
situation where the relay node obtains the same share of the medium capacity
as its neighboring nodes. An extension to improve the overall flow transfer time
is the option of granting a larger share of the medium capacity to the relay node
than to each of the neighboring nodes.

Contribution The present paper elaborates on the fluid-flow model, for short
the fluid model, proposed in [1]. The present paper fills both above-mentioned
gaps.
The first contribution is a validation of the fluid model for “equal resource

sharing” of the medium capacity, i.e., the case where the bottleneck node can
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only obtain the same share of the medium capacity as each of its neighboring
nodes. This model is validated for network nodes that operate according to
the ieee 802.11b mac-protocol. The analytical results of [1], as summarized in
Section 3.2, are numerically evaluated and compared to results obtained by a
wireless ad-hoc network simulator with a detailed implementation of the ieee
802.11 protocols.
The second contribution is the extension of the fluid model to an ad-hoc

network scenario with so-called “unequal resource sharing” between the bottle-
neck and source nodes, i.e., the bottleneck node may obtain a larger share of
the medium capacity. Importantly, we demonstrate that unequal resource shar-
ing can considerably improve the transfer time of a flow. The fluid model with
unequal resource sharing is validated by the earlier-mentioned ieee 802.11e
mac-protocol, which can be used to implement the unequal resource-sharing
policy.

Organization This paper is organized as follows. In Section 2 we introduce the
ad-hoc network scenario and the fluid model of a bottleneck node considered
in this paper. Section 3 validates the fluid model for an equal resource sharing
ieee 802.11b bottleneck node; we obtain the service capacity used in the fluid
model, present an excerpt of the analytical results and validate the fluid model
by comparing it with ad-hoc network simulations. In Section 4 it is shown that
unequal resource sharing between source and bottleneck nodes improves the
overall flow transfer time. Section 5 presents the implementation of unequal
resource sharing by an ieee 802.11e bottleneck node; first we obtain the input
parameters of the fluid model and second we validate this model. Finally, Section
6 concludes this paper and discusses some directions for further research.

2 Ad-hoc network scenario and fluid-model description

Section 2.1 introduces the ad-hoc network scenario considered in this paper. In
Section 2.2 we present our fluid model that corresponds to this scenario. Section
2.3 briefly introduces the concept of the ieee 802.11e edca-protocol.

2.1 The ad-hoc network scenario

As mentioned in the introduction, one of the goals of the present paper is to
investigate whether the fluid-flow model, which we introduced in [1], accurately
describes the behavior of a bottleneck node, both under equal and unequal
resource-sharing policies. For that purpose we focus on a simple, special case
of a wireless ad-hoc network: a two-hop ad-hoc network consisting of a number
of source nodes that initiate flow transfers at random time instants, and a single
relay node that forwards the traffic generated by the sources to the next-hop
destination nodes, cf. Figure 1. The source nodes and destination nodes are all
within the transmission range of the bottleneck node; the source and destination
nodes are within each others sensing range, hence there are no hidden nodes.
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Fig. 1. Two-hop network with a single (bottleneck) node used as relay node by many
sources.

The equal and unequal resource sharing policies correspond to data trans-
missions that are controlled by respectively the ieee 802.11b dcf ([8]) and the
ieee 802.11e edca ([9], also see Section 2.3) mechanisms.

2.2 Fluid-model description

The ad-hoc network scenario described above is now modeled as a fluid-flow
queueing system. We assume a large number of source nodes which become active
and initiate flow transfers to destinations via the bottleneck node according to a
Poisson process with rate λ (‘flow arrival rate’). The bottleneck node relays all
traffic of the source nodes in a first-come-first-served discipline. Active source
nodes and the bottleneck node share the system capacity, which is conditional on
the number of active source nodes n and is denoted by cn. Once a source node
has completed a flow transmission, the source node becomes inactive (although
the last part of the flow may still be at the buffer of the bottleneck node waiting
for service). Flow sizes (in terms of the amount of traffic/fluid) are i.i.d. random
variables (denoted by F ) with finite mean f and second moment f2. A source
node has at most one flow transfer in progress.

Resource sharing between bottleneck and source nodes First we con-
sider the case of equal resource sharing. If n source nodes have a flow transfer in
progress, any source node transmits its traffic (fluid) into the buffer of the bot-
tleneck node at rate cn/(n+1), while a rate cn/(n+1) is used by the bottleneck
node to ‘serve’ the buffer (i.e., to forward the traffic stored in its buffer to the
next node). The amount of work backlogged in the buffer is denoted by Wbuffer.
In case Wbuffer > 0 and n = 0 the bottleneck receives the entire capacity c0.
In case of unequal resource sharing, the maximum ratio between the share of

the bottleneck node and a source node is denoted by mn ∈ R, and the bottleneck
node may obtain capacity mncn/(n+mn). The bottleneck node will only obtain
the maximum share if it can actually use it, viz. the input rate exceeds the
output rate (n ≥ mn) or if Wbuffer > 0. Otherwise the input and output rates
are coupled, resulting in capacity share of cn/2 for the bottleneck node. The
capacity share obtained by the bottleneck node is summarized as follows:

cn ×

⎧⎨⎩mn/(n+mn), {Wbuffer > 0} ∨ {n ≥ mn},
1/2, {Wbuffer = 0} ∧ {0 < n < mn},
1, {n = 0}.
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The source nodes always equally share the remaining capacity. Notice that ieee
802.11b is a special case of ieee 802.11e where mn = 1.

Performance criteria Our main performance measures of interest are the
steady-state buffer workload Wbuffer at the bottleneck node and the overall flow
transfer time Doverall, i.e., the time required to completely transfer a flow from
source to destination. The overall flow transfer time is the sum of two other
performance measures: (i) the time (Dsource) a source requires to completely
transfer a particular flow to the bottleneck node, and (ii) the delay of the last
particle of fluid of the flow at the bottleneck node (D∗buffer).

2.3 IEEE 802.11E Enhanced Distributed Channel Access

ieee 802.11e specifies the enhanced distributed channel access (edca) as
the distributed contention mechanism that can provide service differentiation.
Whereas an 802.11b station has only one queue for all traffic, an 802.11e sta-
tion (qsta) has multiple queues, so-called access categories (acs), and traffic is
mapped into one of the acs according to its service requirements.
Each ac contends for a transmission opportunity (txop) using the csma/ca

mechanism (see e.g. [8, 10]) using its own set of edca parameters values. These
edca parameters are cwmin, cwmax, aifs and the txoplimit. The parameters
cwmin and cwmax have the same functionality as under the dcf. The parameter
aifs (arbitration interframe space) differentiates the time that each ac has to
wait before it is allowed to decrement its backoff counter after the medium has
become idle. Under the dcf each station has to wait for a difs period while
the duration of an aifs is a sifs period extended by a discrete number of time
slots aifsn, so aifs=sifs+aifsn×timeslot (where aifsn ≥ 2 for qstas). The
txoplimit (txop-limit) is the maximum duration of time that an ac may send
after it has won the contention, so it may send multiple packets as long as the last
packet is completely transmitted before the txoplimit has passed. For simplicity
we adapt the notation that txoplimit is denoted as the maximum number of
packets that may be transmitted per txop instead of the maximum duration.
Obviously, multiple acs can obtain the txop at the same moment (i.e., the

backoff counters of multiple acs reach zero at the same moment), which is called
a virtual collision. Each qsta has an internal scheduler that handles a virtual
collision. The ac with the highest priority is given the txop and may actually
initiate a transmission. The acs of lower priority are treated as if they experi-
enced a collision, so they have to double their contention window cw and start
a new contention for the medium.

3 Validation of the fluid model for ieee 802.11b

This section validates the fluid model with equal resource sharing as an accu-
rate description of the behavior of the source and bottleneck nodes in an ieee
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802.11b ad-hoc network scenario. First, we describe how to obtain accurate pa-
rameter values for the fluid model and we present a summary of the analytical
results that were presented in [1]. Next, we introduce the traffic model and the
ad-hoc network simulator that are used for the validation. Finally, we validate
the fluid model by comparing the analytical results with simulation results of
the ad-hoc network simulator.

3.1 Mapping of ieee 802.11b parameters

The fluid model of Section 2.2 for equal resource sharing only requires that the
capacity cn are determined; equal resource sharing implies that mn equals 1 for
all n.
The capacity cn can be obtained by the model of Bianchi [2]. Recall that if

at least one source node is active, then also the bottleneck node is active. As we
assume that an active node is continuously contending for a txop, the ad-hoc
network scenario satisfies the framework of Bianchi’s model and cn corresponds
to Bianchi’s saturated throughput for n+ 1 nodes. Note that we are interested
in the saturated throughput at flow level (i.e., excluding all overhead), although
the overheads of all osi-layers should be taken into account in the calculations.
As an example we consider an ieee 802.11b bottleneck node with a gross

bit rate of 11 mbit/s with rts/cts-access. The net bit rate is 5.0 mbit/s for all
n, cf. the curve 802.11b in the left graph of Figure 5.

3.2 Analysis of the fluid model

In [1] insightful, explicit formulas for the mean values of the performance mea-
sures are presented. In the analysis it is assumed that cn is constant for all n
(cf. Section 3.1), for simplicity denoted by c, which allows us to define the load
of the system by ρ = λf/c.
The overall flow transfer time Doverall of a flow is the sum of its flow transfer

time Dsource and the buffer delay of its last particle D
∗
buffer. Hence

Doverall = Dsource +D∗buffer. (1)

Notice that Dsource and D∗buffer are not statistically independent.
The mean flow transfer time EDsource is easily obtained by considering the

system as a generalized processor sharing queueing model (cf. Cohen [4]) for
which the stationary distribution, here denoted by πn, is known; Little’s law on
the mean number of active source nodes yields

EDsource =
EN
λ
= 2

f/c

1− ρ
.

which is insensitive to the flow-size distribution apart from its mean.
The buffer delay D∗buffer is derived from the buffer workload W ∗buffer seen by

the last particle, which is the sum of the workload Wbuffer upon flow arrival and
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the buffer increase ∆Wbuffer during Dsource. The amount of work in the buffer
at the bottleneck node is the difference between the total amount of work in the
system Wtotal (both at the sources and the buffer) and the work remaining at
the source Wsources, hence

EWbuffer = EWtotal − EWsources =
2ρ2f2
fc

1

(1− 2ρ)(1− ρ)
.

The expected workload increase during a flow transfer Dsource is given by

E∆Wbuffer = EDsource − 2f/c =
2fρ/c

1− ρ
.

Therefore,

EW ∗buffer = EWbuffer + E∆Wbuffer =
2ρ2f2/fc

(1− 2ρ)(1− ρ)
+
2fρ/c

1− ρ
.

Observe that the buffer delay of the last particle D∗buffer is the time required to
serve the amount of workW ∗buffer that is present at the buffer upon arrival of the
last particle. As the capacity sharing between source nodes and bottleneck node
is purely processor sharing, we approximate the buffer delay of the last particle
by

ED∗buffer ≈
∞X
n=0

πnEXn(EW ∗buffer), (2)

where EXn(τ), the so-called response time for jobs in an m/m/1-ps queue pre-
sented by Coffman, Muntz, and Trotter (see [3]), is given by

EXn(τ) = τ +
ρτ

1− ρ
+ (n(1− ρ)− ρ) (f/c)

1− exp(−(1− ρ)τc/f)

(1− ρ)
2 . (3)

For further details about approximation (2) we refer to [1].

3.3 Validation scenario

This section displays the traffic model and the ad-hoc network simulator that
are used for the numerical validation in both Sections 3.4 and 5.2.
The traffic model considered in the ad-hoc network scenario is as follows.

We examine the transfer of flows (files) with a mean size of 10 packets of 1500
bytes each. The following flow-size distributions are considered: Deterministic,
Exponential and Hyper-Exponential (with balanced means (e.g., see p. 359 of
[12]) and a coefficient of variation (cov) of 4 and 16). New flows are initiated
according to a Poisson process and the flow initiation rate is varied between 1
and 20.
For the fluid model the traffic parameters specified above correspond to mean

flow size f = 0.12 mbit. The net capacity of the fluid model has a constant value
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Fig. 2. Mean workload. Left: at flow arrival (EWbuffer). Right: last packet (EW ∗
buffer).

of 5 mbit/s; the variation of the initiation rate results in values for the load ρ
between 0.024 and 0.48.

We do not consider mean flow sizes other than 10 packets, i.e., f = 0.12, as
[1] showed that the performance measures are (almost) linear in the mean flow
size. Results for other mean flow sizes can be directly obtained from the results
of the specified traffic model.

The ad-hoc network simulator, which is used for the numerical validation of
the ad-hoc network scenario, is an own-built simulation tool in programming-
language Delphi. All the details of csma/ca contention of the edca are in-
cluded in the simulator, e.g., the back-off mechanism, physical and virtual car-
rier sensing, and collision handling. The phy-layer includes propagation- and
fading-models and a clear channel assessment (cca) procedure that results in
limited ranges for successfully transmitting and receiving packets and sensing
transmissions of other nodes. The phy-parameters are set according to the ieee
802.11b standard: rts-, cts- and ack-frames are transmitted at 2 mbit/s and
the data-frames are transmitted at 11 mbit/s.

3.4 Numerical results

This section numerically validates the fluid model as an accurate description of
the ad-hoc network scenario of Section 2.2. The validation consists of a com-
parison of i) detailed simulations of ad-hoc network scenario of Section 2.1, ii)
simulation of the fluid-flow model of Section 2.2, and iii) the analytical results
of Section 3.2.

The graphs of Figure 2 present the mean buffer workload EWbuffer at the
bottleneck node for an arbitrary packet (left) and last packet of a flow EW ∗buffer
(right). The graphs present three curves: ad-hoc network scenario simulations,
fluid-model simulations, and fluid-model analysis. In both graphs it can be seen
that the three curves more or less coincide. Only for loads close to the saturation
load, the results are less accurate due to the imprecision of the estimated capacity
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Fig. 3. Left: Mean buffer delay of the last packet/particle (ED∗buffer). Right: Mean
overall flow transfer time (EDoverall).

c. Overall the curves indicates that the fluid model accurately describes the ad-
hoc network scenario and that the analytical results of Section 3.2 are also very
good. Further, it can be observed that the buffer occupancy seen by the last
particle is only slightly higher than the buffer occupancy upon flow arrival; the
relatively short flow transfer time and low number of active source nodes result
in a minor increase of the buffer during the flow transfer time.
Figure 3 presents the results for the mean buffer delay ED∗buffer of the last

packet (left) and the mean overall flow transfer time EDoverall (right). Note that
the analytically obtained buffer delay of the last particle in the left graph is
based on an approximation (cf. (2)). The fluid model captures the behavior of
an ieee 802.11b bottleneck very well as the model reflects both the impact
of the load and flow-size distribution, except for high loads the results are less
accurate. By comparing the graphs it is seen that the mean overall transfer time
is almost completely determined by the buffer delay at the bottleneck node.

4 Benefits of unequal resource sharing

The previous section studied the model where the system capacity is equally
shared amongst the active source nodes and the bottleneck node (i.e., mn = 1),
this section studies the effects of assigning a different share of the system capacity
to the bottleneck node (i.e., mn 6= 1). The objective is to reduce the overall flow
transfer timeDoverall, which is the sum of the delays Dsource andD

∗
buffer (cf. (1)),

by optimizing over mn. Obviously the optimization is a trade-off: by granting a
larger share of the capacity to the bottleneck node D∗buffer reduces while Dsource

increases. We investigate the impact of the resource sharing ratio mn.
Mathematical analysis of the fluid model with unequal resource sharing,

i.e., mn > 1, is significantly harder than for the model where mn = 1. This
is essentially due to the fact that in case mn > 1 the resource sharing between
source nodes and bottleneck node is not completely determined by the number
of active source nodes (as is the case when mn = 1), but also depends on the
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Fig. 4. Impact of resource sharing on EDoverall. Left: EDoverall for different values of
mn. Right: trade-off between EDsource and ED∗buffer.

buffer workload Wbuffer at the bottleneck node (cf. Section 2.2). Therefore, nu-
merical results of the fluid model for mn > 1 are obtained by simulations of the
fluid model.

Figure 4 illustrates the impact of the resource sharing ratio mn. The results
are obtained by simulations of the fluid model andmn is independently of n. The
left graph presents the mean overall flow transfer time EDoverall for different mn

and loads, the right graph illustrates the trade-off between Dsource and D∗buffer
for a given load (here chosen 0.43). When mn increases, it becomes less probable
that Wbuffer > 0, and the bottleneck node will mostly obtain a share of c/2.
Hence, there is hardly any queueing at the bottleneck node. From the right
graph we conclude that resource sharing ratio mn = ∞, i.e., always granting a
share of c/2 to the bottleneck node, is optimal for the overall flow transfer time.

A special case is the resource sharing ratiomn is never exceeded by number of
active source nodes n. This occurs e.g., for very large mn or when call admission
control is applied to the maximum number of active source nodes nmax and
nmax ≤ mn. The source nodes behave as a processor sharing model with service
capacity c/2, flow arrival rate λ and mean flow size f ; hence, the mean flow
transfer delay is given by (independent of the flow-size distribution) 2f/(c(1−
2ρ)).

5 Validation of the fluid model for ieee 802.11e

This section presents a validation of the fluid model for the case of unequal
resource sharing. Unequal resource sharing can be achieved by an appropriate
setting of the differentiating parameters in an ieee 802.11e ad-hoc network.
First, in Section 5.1 the ieee 802.11e parameters are mapped onto the fluid
model parameters, in particular, the capacity cn and resource sharing ratio mn.
In Section 5.2 we validate our modeling approach by detailed ad-hoc network
simulations.
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Fig. 5.Varying number of source nodes and a bottleneck node with a varying parameter
setting. Left: Overall saturated throughput. Right: Resource sharing ratio.

5.1 Mapping of ieee 802.11e parameters

ieee 802.11e provides four “differentiating parameters” (cf. Section 2.3), namely
cwmin, cwmax, aifs, and txoplimit. Unfortunately, the mapping of the ieee
802.11e parameters onto the fluid-model parameters cn and mn is not self-
evident, see e.g. [11].
In case the bottleneck node is saturated, i.e., {n ≥ mn} ∨ {Wbuffer > 0}, the

fluid model parameters cn and mn can be estimated from an extension of the
model of Bianchi [2] to two classes with different settings for the differentiating
parameters, see e.g. [13]. In particular, the resource sharing in case of n active
source nodes can be obtained from the model of [13] with n nodes in one class
and a single node (representing our bottleneck node) in the other class. The pa-
rameters cn and mn for {n ≥ mn}∨{Wbuffer > 0} are estimated by respectively
the aggregate throughput and the ratio of the per node throughput in the two
classes.
In case of a non-saturated bottleneck node, i.e., {n < mn}∧{Wbuffer = 0}, the

above-mentioned approach would overestimate both the non-saturated capacity
c0n and resource sharing ratio m0

n due to the assumption that all nodes are
saturated. Observe, the non-saturated resource sharing ratio m0

n equals n as
this resource sharing ratio couples the input rate into the bottleneck node to the
output rate (cf. Section 2.2). Next, the non-saturated capacity c0n is estimated as
follows: we consider the same differentiating parameter and its value is set such
that it provides for the desired resource sharing ratiom0

n in the model of [13], the
corresponding capacity cn is used as an estimation of c

0
n. For example, when we

use differentiating parameter txoplimit = 3 and {n = 2} ∧ {Wbuffer = 0}, then
the resource sharing ratio m0

2 equals 2; therefore c
0
2 is estimated by c2 which is

the saturated capacity for txoplimit = 2.
Figure 5 shows the saturated throughput (left graph) and the resource shar-

ing ratio (right graph) as a function of the number of source nodes. First, we
vary the value of cwmin at the bottleneck node; all other parameters of the
bottleneck node and all parameters of the source nodes are set according to the
ieee 802.11b standard. Then we do a similar experiment in which we vary the
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Fig. 6. System simulations and fluid-model simulations of the overall flow transfer
time. Bottleneck node with varying parameter setting. Left: cwmin. Right: txoplimit.

txoplimit of the bottleneck node, while all other parameters are set according to
ieee 802.11b. The left graph illustrates that higher overall throughputs are ob-
tained by an ieee 802.11e bottleneck node, especially for parameter txoplimit.
In the right graph the throughput ratios for parameter txoplimit are trivial,
the ratios for parameter cwmin are examples of non-trivial resource sharing as,
intuitively, the throughput ratio for cwmin is the inverse of the cwmin parameter-
setting ratio. For example, when cwmin of the bottleneck node is set to 7, then
the expected ratio is 31/7 ≈ 4, but the realized ratio is larger than 6 for a small
number of active source nodes.

5.2 Numerical results

In the present section the fluid model for unequal resource sharing is numeri-
cally validated by ad-hoc network simulations. The validation scenario is as in
Section 3.3 and the experiments coincide with those of the previous section: one
of the parameters cwmin or txoplimit of the bottleneck node is varied, all other
parameters of the bottleneck node and all parameters of the source nodes are
set according to the ieee 802.11b standard.
For fluid-flow simulations, of which results are presented in Figure 6, we

use cn and mn estimated by the ad-hoc network simulator. The reason is that
the fluid model is very sensitive for the used capacity if the offered load is
close to the available capacity, cf. Section 3.4. Bianchi’s model is proven to be
accurate and the differences between results of the model and the ad-hoc network
scenario simulations are small (just a few percent), but this approach ensures
that deviations between the fluid model and the ad-hoc network scenario are
solely due to fluid-modeling assumptions.
Figure 6 displays a comparison of ad-hoc network scenario simulations and

fluid-model simulations. The fluid model simulations slightly underestimate the
ad-hoc network scenario simulation results, but the behavior of the differentiat-
ing parameters is captured fairly well. The small deviations can be the result of
modeling assumptions, e.g., in the fluid-model we assume that cn and mn are
instantly valid after the number of active source nodes has changed. By slightly
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modifying the parameter values, i.e., a minimal reduction of cn, the results co-
incide. We conclude that the fluid model of Section 2.2 accurately describes the
behavior of unequal resource sharing in an ieee 802.11e ad-hoc network.

6 Concluding remarks and directions for further research

In this paper we have shown that the fluid-flow model is an accurate descrip-
tion of multi-hop flows relayed by a performance bottleneck node in a wireless
ad-hoc network. We have indicated how to map the parameter settings of both
ieee 802.11b and ieee 802.11e bottleneck nodes onto the fluid model, and the
validation proves that the fluid modeling is accurate for both types of bottleneck
nodes. It is also shown that the overall flow transfer time decreases by granting
a larger share of the resource capacity to the bottleneck node, which can be
obtained by an ieee 802.11e bottleneck node.

Topics for further research include:

— Mathematical analysis of the fluid model with unequal resource sharing,
i.e., mn > 1. This model is significantly harder to analyze than the model
with mn = 1, where the resource sharing is entirely determined by the
number of active sources; in case mn > 1 also the buffer content of the
bottleneck node has to be taken into account.

— Alternative service disciplines at the bottleneck node. In the above analysis
it is assumed that the packet scheduling at the bottleneck node is first
come first serve. Alternative service disciplines, e.g. round robin, may yield
considerably smaller mean overall flow transfer times.

— Investigation of the influence of higher-layer protocols, such as tcp, on the
flow transfer time.

— A proper implementation of the unequal resource sharing policy mn = ∞.
Currently, obstacles for implementation are the lack of global knowledge of
which nodes currently are bottlenecks and the absence of practical parameter
settings to provide the desired resource sharing. A possible implementation
is that each node is assigned an infinite txoplimit for all relay packets, i.e., a
node sends all packets that it has to relay for other nodes in a single txop.
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