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Abstract. We develop a queueing model characterizing explicitly the
impact of interference on end-to-end performance measures such as
throughput in ad hoc networks, emphasizing the performance trade-off
between single-path and multi-path routing. It may seem attractive to
employ multi-path routing, but as all nodes share a single channel, effi-
ciency may drop due to increased interference levels thus yielding single-
path performance for some topologies. We formulate a nonlinear pro-
gramming problem to optimize network performance. Next, we focus on
network capacity and show that for this objective the optimum could
be found by solving an exponential number of linear programmes. We
propose a greedy algorithm that efficiently searches these programmes
to approximate the optimal solution. Numerical results for small topolo-
gies provide structural insight in optimal path selection and demonstrate
the excellent performance of the proposed algorithm. Besides, larger
networks and more advanced scenarios with multiple source-destination
pairs and different radio ranges are analyzed.

Keywords: Ad hoc networks, Interference, Capacity, Multi-path rout-
ing, Network optimization.

1 Introduction

Ad hoc networks have received considerable attention in the recent literature.
The main focus has been on the development of routing protocols, since protocols
for wired networks cannot be employed efficiently in a wireless let alone an ad
hoc environment. The main body of routing protocol proposals regards single-
path routing, i.e., for each source-destination pair a single (shortest) path is
discovered and used for data transmission (see e.g., [1,2,3]). An alternative is
multi-path routing (see [4]) in which multiple paths are used, thereby offering
more opportunities for regulating the traffic over the network.

Multi-path routing enhances single-path routing mainly in two directions: (i)
to have backup paths available in case of path failures (see e.g., [5,6]), and (ii) to
spread traffic to increase the effective bandwidth (see e.g. [7,8]). However, there
are also a number of drawbacks to employing multiple paths. In single-path
routing the shortest path is normally selected; hence, any additional path will
typically be longer. This may not matter when considering capacity questions,
but it definitely does when considering the transfer time of a packet. Another,
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frequently underexposed, drawback, which occurs typically in wireless environ-
ments, is that nodes situated on nearby paths may interfere. As a result, resources
need to be shared (to prevent packet collisions) and throughput may decrease
drastically. Therefore, the actual performance gain (in terms of bandwidth) of
using multiple paths over using a single path is uncertain.

Recently, this bandwidth gain has received more attention, with the emphasis
on the development of routing protocols. These protocols often aim at finding
link- or node-independent paths and do not explicitly take signal interference
between paths into account (see e.g. [9]). An explanation for this is perhaps that
the notion of interference is hard to quantify. In fact, it is still an open question
how one can accurately measure the level of interference in a network, despite
the several metrics that have been suggested (see e.g., [10,11]).

Following a graph-theoretical approach for a given (finite) network instance,
[12] and [13] analytically assess the network capacity by taking interference into
account. In [12], a multi-commodity flow problem is formulated and extended by
interference-related constraints in order to find lower and upper bounds for the
capacity. These additional constraints follow by regarding cliques and indepen-
dent sets in the so-called conflict graph of the network. The disadvantages of this
approach are that a central scheduling entity is assumed and that extensive com-
putations are required, even for small networks. The approach of the authors in
[13] is similar but aims at a more distributed way of controlling the traffic streams
in the network. They develop a low-complexity algorithm to find approximate
cliques and use this to calculate lower and upper bounds for the capacity.

In this paper, we study optimization of network performance while explicitly
considering the interference between nodes (and thus also paths). More specif-
ically, the trade-off between the bandwidth gain using multiple paths on the
one hand and the loss of bandwidth due to the additional interference involved
when using those paths on the one hand is investigated. In contrast to most of
the work that has appeared in this area, which focuses primarily on the capac-
ity value itself, our interest is mainly in the underlying fundamental aspects so
as to gain structural insights into the network performance under interference.
First, we discuss the ad hoc network model and then present a general stochastic
framework in which many performance metrics of interest can be investigated.
The analysis is partly based on the MAC layer IEEE 802.11 protocol for which it
has been shown that single-hop ad hoc networks can successfully be modelled by
a Processor Sharing queue [14]. We formulate a nonlinear programming problem
to optimize network performance. This program is then customized to meet the
objective of maximal network capacity as might be achieved by a central sched-
uler. To solve the resulting quadratic programming problem, an approximate
greedy algorithm is proposed. Finally, example topologies are analyzed both to
assess the quality of the algorithm and to uncover structural relations in the
network. These insights may be applied in the development of routing protocols.
However, the design of such protocols is outside the scope of this paper.

The paper is organized as follows. Section 2 describes the ad hoc network
model, our mathematical framework and the network optimization problem.
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Section 3 presents techniques towards solving the optimization problem, and
Sect. 4 discusses the impact of interference on network capacity via illustrative
example topologies. A discussion and conclusions are presented in Sect. 5.

2 Model

2.1 Ad Hoc Network Model

Consider an ad hoc network in which all stations (or nodes) are equipped with an
identical packet radio (with omnidirectional antenna) operating in half-duplex
mode, and transmit over a common channel at identical (maximum) power. A
node may transmit data to nodes that are within its transmission range. During
data reception at a node, all nodes within its interference range must be silent
for the reception to be successful. Typically, the interference range exceeds the
transmission range. Links (or connections) between nodes are assumed error
free. However, link errors may easily be incorporated in our model as will be
discussed in Sect. 5. We assume a distributed transmission scheduling mechanism
that mimics the IEEE 802.11 MAC protocol, which aims to preventing packet
collisions. Data transmission in the network is between source-destination pairs
(SD-pairs).

2.2 Mathematical Framework

We consider a network consisting of a set of nodes N = {1, . . . , N}. This set
comprises a collection of source nodes S = {s1, . . . , sF } and destination nodes
D = {d1, . . . , dF }, where F denotes the total number of SD-pairs. The remaining
nodes can be seen as (pure) relay nodes, but we note that source and destination
nodes can also relay traffic. For j ∈ N , let NT (j) ⊂ N denote the transmission
neighborhood of node j, that is, the set of nodes (possibly sources or destinations)
that node j can successfully transmit packets to, and let NI(j) ⊂ N denote the
interference neighborhood of node j, that is, the set of nodes that must be
quiet for successful packet reception at node j. The neighborhood relation is not
necessarily a symmetrical relation, e.g., n ∈ NT (n′) does not imply n′ ∈ NT (n).
When n′ ∈ NT (n), we say that the network contains a link from node n to
node n′. Paths in the network consists of a number of links starting at a source
node and ending at a destination node. On a path from source s to destination
d consisting of � + 2 links via nodes n1, . . . , n�, the nodes must be such that
n1 ∈ NT (s), nj ∈ NT (nj−1), j = 2, . . . , �, d ∈ NT (n�).

Source sf generates data flows according to a Poisson process at rate λ(f)

for SD-pair f . A flow consists of a series of data packets. Let β(f) denote the
mean number of packets per flow between SD-pair f . Then α

(f)
j = λ(f)β(f), for

j = sf , is the mean rate at which source sf generates packets for SD-pair f ;
moreover, α

(f)
j = 0, ∀j∈N :j �=sf ,df

, and we set α
(f)
j = − λ(f)β(f), for j = df . We

assume that ordering of packets at the destination can be handled without loss
of information. Thus, a flow may be split and its packets may be transferred over
different paths selected according to a suitable network optimization mechanism.
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Let node j forward a fraction p
(f)
jk of its incoming packets for SD-pair f to

node k. Denote by ρ
(f)
t,j and ρ

(f)
r,j the average number of packets transmitted

and received, respectively, per time unit by node j for SD-pair f . It is assumed
here that for any node transmitting a packet takes exactly one unit of time. We
may thus also interpret ρ

(f)
t,j as the average fraction of time node j is transmit-

ting packets for SD-pair f . Then, for the network to sustain all these packet
transmissions, the following relations must hold:

ρ
(f)
t,j = α

(f)
j + ρ

(f)
r,j , ∀j∈N , ∀f∈F , (1)

ρ
(f)
r,j =

∑
k∈N ρ

(f)
t,k p

(f)
kj , ∀j∈N , ∀f∈F . (2)

Further, we define for node j, ρt,j :=
∑

f ρ
(f)
t,j and ρr,j :=

∑
f ρ

(f)
r,j . Notice that

for nodes j which are pure relay nodes ρ
(f)
t,j = ρ

(f)
r,j , ∀f∈F . Optimal network

design then corresponds to optimal selection of the fractions p
(f)
kj in (2), so as

to maximize a network performance criterion. These fractions determine the
optimal path selection for flows in the network.

The number of packets arriving at a node determines the workload of the
node. As a consequence, from the flow perspective, flows share the transmission
capacity of the nodes. A single node can handle packets originating from different
flows and these packets will be transferred in order of arrival. As nodes are
identical, each node transmits packets at a normalized unit rate in the absence
of signal interference. Clearly, interference among neighboring nodes reduces the
amount of time a node is allowed to transmit packets. In a coordinated network,
when neighboring nodes each have packets to transmit, these nodes will share
the resources. This is achieved, for example, by the MAC layer protocol of IEEE
802.11, where each node uses its fair share of the medium. It is demonstrated
in [14] that the PS queue is an adequate model for MAC layer sharing among
multiple nodes. The overhead of the MAC layer protocol results in a reduced
data rate: for IEEE 802.11 under RTS/CTS the MAC layer operates at roughly
85% efficiency. As a consequence, we may model all nodes in the interference
neighborhood (which include the nodes that transmit packets to j) of node j as
a single PS queue. We normalize this maximum transmission rate of the nodes
at 1. The resulting interference restriction under which node j can still receive
data successfully is

∑
m∈NI(j) ρt,m + ρt,j ≤ 1, ∀j∈N . (3)

Notice that this restriction is conservative: when none of the multiple transmis-
sions overheard at a node are directed to this node, then those are unnecessarily
prohibited. Moreover, the capacity restriction need not be imposed when node
j is not a recipient of any data in the optimal design. This is incorporated via
the following modification:

ρr,j

(∑
m∈NI(j) ρt,m + ρt,j

)
≤ ρr,j, ∀j∈N . (4)
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Our aim is to investigate the performance trade-off between single-path and
multi-path routing. In particular, we investigate the maximum data rate (i.e.,
capacity) that can be sustained by this optimal path selection under interference.
Therefore, we consider capacity optimization of the network in equilibrium. How-
ever, our framework also allows us to consider alternative performance measures
such as the maximal delay for a given traffic load.

2.3 Network Optimization Formulation

Optimal design of paths in the ad hoc network comes down to determining the
p
(f)
jk as the fraction of SD-flow f routed from node j to node k, or equivalently as

the probability of routing traffic of SD-flow f from node j to node k. Define the
matrices ρt = (ρ(f)

t,j )j∈N ,f∈F and p = (p(f)
jk )j,k∈N ,f∈F . Network optimization

can then be formulated as a nonlinear programming problem:

max h(ρt, p) (5)

s.t. ρ
(f)
t,j − ρ

(f)
r,j = α

(f)
j , ∀j∈N , ∀f∈F , (6)

ρ
(f)
r,j −

∑
k:j∈NT (k) ρ

(f)
t,k p

(f)
kj = 0, ∀j∈N , ∀f∈F , (7)

ρr,j · (
∑

m∈NI (j) ρt,m + ρt,j) − ρr,j ≤ 0, ∀j∈N , (8)

1 −
∑

k∈NT (j) p
(f)
jk = 0, ∀j∈N :j �=df

, ∀f∈F , (9)

ρt,j −
∑

f ρ
(f)
t,j = 0, ∀j∈N , (10)

ρr,j −
∑

f ρ
(f)
r,j = 0, ∀j∈N , (11)

ρ
(f)
t,j , ρ

(f)
r,j ≥ 0, ∀j∈N , ∀f∈F , (12)

p
(f)
jk ≥ 0, ∀j,k∈N , ∀f∈F , (13)

where 1 is the indicator function and h(ρt, p) is a general objective function. For
instance, for h(ρt, p) =

∑F
i=1 wi·ρ(i)

t,si
with weights wi ≥ 0, i = 1, . . . , F , the total

weighted capacity in the network is optimized, and for h(ρt, p) = −
∑N

j=1
ρt,j

1−ρt,j

the mean number of packets in the network can be minimized for a given set
of flows a1, . . . , aF . The first set of constraints (6)–(7) refers to the traffic
equations (1) and (2), and describes flow conservation; Eq. (8) is the interference
constraint; Eq. (9) indicates that the fractions p

(f)
jk must sum to one.

The feasible region (6)–(13) shows that we are dealing with a nonlinear pro-
gramming problem in the unknowns ρ

(f)
t,j and p

(f)
jk . Our interference assump-

tions yield constraints that are quadratic in ρ
(f)
t,j (see Eqs. (7), (8) and (11))

and moreover interacting terms of p
(f)
jk and ρ

(f)
t,j show up in Eq. (7). These

latter interactions terms can, however, conveniently be eliminated by intro-
ducing new variables referring to link flows. To this end, introduce λ

(f)
jk :=

ρ
(f)
t,j · p(f)

jk , ∀j,k∈N , ∀f∈F , which represent the amount of traffic going from node



808 R. de Haan, R.J. Boucherie, and J.-K. van Ommeren

j to node k per time unit for SD-pair f . The constraints (6)–(8) then become
linear in λ

(f)
jk .

In the rest of this paper, we will focus on the linear objective of capacity
optimization. We note that this optimization problem for a single SD-pair re-
sembles the well-known max-flow problem in discrete optimization. For multiple
SD-pairs, it resembles the multi-commodity flow problem [15]. Unfortunately,
due to the nonlinear interference constraints, our optimization problem cannot
be recast in the framework of these problems.

3 Solution Techniques

We approach the program of (5) by exact and approximative solution techniques
which are based on the following important observation. Let the problem be
formulated in the link flows λ

(f)
jk (= ρ

(f)
t,j ·p(f)

jk ), so that the program of (5) becomes
linear, except for the interference constraints. We observe that these quadratic
constraints can be replaced by linear ones if the nodes which do not receive any
data packets in the optimal traffic distribution (i.e., the nodes with ρr,j = 0)
are known. More explicitly, when ρr,j = 0, the constraint is always satisfied, and
when ρr,j > 0, we can divide by ρr,j to get the equivalent constraint:

∑
m∈NI(j)ρt,m + ρt,j ≤ 1, ∀j∈N . (14)

3.1 Exact Approach

The above observation shows that any feasible solution of the nonlinear program-
ming problem characterizes a linear programming problem. The global optimum
is also a feasible solution and, therefore, we could solve our nonlinear program-
ming problem by consecutively solving 2N linear problems. However, in practice
such an approach is not computationally feasible.

Common techniques would then define the interference constraints by means
of functions which indicate whether a node receives data or not. Instead of
Eq. (8), we can write:

∑
m∈NI(j)ρt,m + ρt,j ≤ 1 + N(1 − rj), ∀j∈N ,

ρr,j ≤ rj , ∀j∈N , (15)
rj ∈ {0, 1}, ∀j∈N .

The introduction of the indicator function rj transforms the quadratic program-
ming problem into a mixed integer programming problem that is linear in the
λ

(f)
jk . Although such a mixed problem is NP-hard, the advantage of this formula-

tion is that standard solvers for this class of programming problems are widely
available. Such standard solvers often embed branch-and-bound techniques to
reduce the number of LP problems to be solved. Although such branch-and-
bound techniques provide the optimal solution, unfortunately no guarantees as
to the number of programs to be solved can be given.
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3.2 Greedy Approximation Approach

For the evaluation of large networks, a more efficient technique than inspecting
all LP problems or applying a branch-and-bound technique will be required. To
this end, we introduce an approximate greedy algorithm which works linearly in
N , the number of nodes. Our greedy algorithm is defined as follows.

Initially, assume that all nodes in the network receive data (i.e., ρr,j > 0, ∀j∈N )
and then solve the linear program (i.e., with all interference constraints included)
and its corresponding dual. In each following step, a node j∗ is eliminated from the
network and the resulting (linear) program is then analyzed again. That means,
the program with ρr,j∗ set to zero and thus with one interference constraint re-
moved. This iteration process is continued until the optimum decreases after a
node elimination.

The key element of the algorithm is the elimination step. This elimination takes
place based on the values of the dual variables related to the interference con-
straints, since these dual values indicate the importance of the primal constraints
(which have a one-to-one correspondence to the nodes). Therefore, in each step
we eliminate the node with the greatest dual value (which is strictly positive for
a connected network), which means that its constraint is definitely tight by ap-
pealing to the complementary slackness conditions. Notice that removing a node
corresponding to a primal constraint that is not tight (i.e., its dual value is zero)
would never lead to an improvement of the objective function. In the case of a tie,
i.e., multiple nodes attain the highest dual value, then we select one of the nodes
(by solving the primal problem) with the lowest fraction of transmitted packets
per unit time. The rationale behind this is that a limited fraction can more easily
be diverted via other paths.

The great advantage of this greedy approach is that since the set of removable
nodes is of size N , if the greedy algorithm is used only order N of the 2N LP prob-
lems have to be solved.

4 Numerical Results

We evaluate the impact of interference on the network capacity for various sce-
narios. We discuss a number of basic topologies that provide structural insights.
Next, we move to more general topologies to assess the performance of our pro-
posed greedy algorithm. Finally, capacity results for multiple SD-pairs and for
extended interference and transmission ranges will be discussed. Recall that the
network capacity is defined in terms of the fractions of time that the sources are
transmitting and is thus a dimensionless metric.

4.1 Single Source-Destination Pair: Basic Topologies

In the topology figures presented in this section, a node can transmit data to (and
also interfere with) another node (i.e., there exists a link between them), if and
only if these nodes are connected by an arrow.Additional (symmetric) interference
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s d

Fig. 1. Bridges between paths

s d

Fig. 2. Triangular structure

s d

Fig. 3. Claw structure

s
d

Fig. 4. Example of scenario for 3 node-
independent paths of 5 nodes each

relations are indicated by solid lines. The interference and transmission neighbor-
hoods follow accordingly. The paths are assumed to be given and can be seen as
provided by a multi-path routing protocol which aims to select node-independent
paths. Our interest here is to evaluate the impact of certain interference structures
between paths and to find out in which situations using multiple paths is attrac-
tive. All the numerical values for the network capacity are computed by solving
the program (5) via an exact approach. We note that the greedy approximate al-
gorithm also provides the optimal solution in the cases presented.

Consider a single-path of at least three links from a source s to a destination d.
The only interference is the self-interference within the path. Clearly, for capacity
optimization all nodes on the path must be utilized in an identical fashion. The
network capacity then equals 1/3 (i.e., the source transmits data 1/3 of the time),
since nodes are not allowed to transmit simultaneously with their neighbors. If the
network is shortened to a chain with only one or two links, the capacities would
become 1 and 1/2, respectively.

Next, let us define independent paths as paths from source s to destination d
that do not interfere with each other except that they share the resources at s and
d. The capacity of the SD-flow equals the sum of the flows over all individual paths
from s to d. Using only one path, the network capacity clearly equals 1/3. However,
when using both paths, it follows that a capacity of 1/2 can be attained. Hence, in a
situation with interference only at the endpoints of the paths, it is favorable to split
the traffic at the source and distribute it over multiple paths. When paths mildly
interfere at some points, as in the situation with so-called “bridges” between the
paths shown in Fig. 1, a capacity of 1/2 may still be attained. However, increasing
the interference between the paths further may lead to a drastic reduction of the
capacity. If a single node is interfering with two nodes on the other path leading to
a triangular structure between the paths (see Fig. 2), the capacity becomes 3/7.
Ultimately, when at least one node interferes with three (or even more) nodes (see
Fig. 3) on the adjacent path, a claw structure arises and the capacity decreases to
1/3, the single-path capacity. Thus, in a situation of two paths with at least one
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s

d

Fig. 5. Grid structure

s

d

Fig. 6. Honeycomb structure

heavily interfering node, employing an extra path does not affect the capacity in
any meaningful way.

As an example, we consider networks with a more general structure: a grid (or
mesh) network (see Fig. 5) and a honeycomb network (see Fig. 6). Each of the
intersections corresponds to a node and the edges indicate that node pairs can
communicate. Typically, in such networks there exist many equal-length paths
between source s and destination d. Employing two independent shortest paths
would yield the optimal capacity of 1/2. One could argue that paths that more
closely mimic the straight line between s and d should be preferred as those for
example can be found more easily using geographical information, or alternatively,
such paths restrict interference to a small corridor between s and d, thus causing
less interference with other SD-pairs. We observe that several basic structures,
namely triangles, bridges and even claws (see Fig. 6), will then appear between
such paths and thus determine the network capacity.

4.2 Single Source-Destination Pair: General Topologies

To assess the quality of our greedy algorithm, we have studied several general
topologies. More precisely, we have constructed topologies comprising equal-
length, parallel, node-independent paths and randomly generated links between
nodes on adjacent paths according to independent Bernoulli experiments with suc-
cess probability p. A sample scenario for such a topology is provided in Fig. 4
where the solid lines indicate the links on the node-independent paths and the
dashed lines the randomly generated links between these paths. The interference
and transmission range are set to be equal, i.e., any link in the network induces in-
terference, but can also be used for transmission. For all j ∈ N , the neighborhoods
NT (j) and NI(j) follow directly from this link set and we have NT (j) = NI(j).
For each scenario, we study the performance of the greedy algorithm by carrying
out 50 runs of different random link configurations between the paths.

For moderate-size topologies (i.e., fewer than 20 nodes), we are still able to at-
tain the optimal capacity by means of standard solvers. In Table 1, the average ca-
pacity values are presented for several scenarios and compared with the outcomes
achieved by the greedy algorithm. Also included are the percentages of runs for
which the greedy algorithm deviates more than 5% or 10% from the optimum.
In the final scenario (5 paths of 3 nodes, p = 0.80), the greedy algorithm deviates
more from the optimum, because it only succeeds in finding two independent paths
while three such paths are present. However, the results show that, on average, the
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Table 1. Capacity results for moderate-size topologies

Scenario Optimal Greedy Err.>5% Err.>10% #LP solved
3 paths, 5 nodes p=0.40 0.518 0.516 0% 0% 4.50
” p=0.80 0.500 0.500 0% 0% 7.70
4 paths, 4 nodes p=0.40 0.568 0.566 0% 0% 4.66
” p=0.80 0.512 0.512 2% 0% 6.38
5 paths, 3 nodes p=0.40 0.630 0.630 0% 0% 4.80
” p=0.80 0.602 0.588 18% 10% 6.84

Table 2. Capacity results for large topologies

Scenario p=0.4 p=0.8
Total nr. of nodes All used Greedy All used Greedy

4 paths, 6 nodes 26 0.564 0.568 0.502 0.512
5 paths, 6 nodes 32 0.616 0.624 0.522 0.590
6 paths, 6 nodes 38 0.654 0.660 0.568 0.612
7 paths, 6 nodes 44 0.684 0.692 0.612 0.646

greedy algorithm performs close to optimal, that its solution rarely deviates far
from the optimal capacity, and that it requires limited computational effort (see
the last column which indicates the average number of LPs solved per run).

For larger topologies (i.e., greater or equal than 20 nodes), exact solution ap-
proaches are no longer computationally feasible. On the contrary, we can rely on
the greedy algorithm to find a fast approximation for the capacity. In Table 2, we
compare the greedy approximation with the solution for the case that all interfer-
ence constraints (8) are taken into account and only a single LP problem is to be
solved; this corresponds to replacing Eq. (8) by Eq. (14). The comparison shows
that for p = 0.8 our algorithm yields a much better approximation for the capac-
ity, while for p = 0.4 the approximations are similar. We conclude that application
of the greedy algorithm is especially valuable in situations in which there is much
interference. Another observation from our experiments is that for high values of
p, the source forwards traffic via fewer nodes than for low values of p. This suggests
that in the case of heavy interference only a few paths need to be used.

4.3 Advanced Scenarios

Many networks are employed in situations where typically more than a single sub-
ject wants to transmit data. To this end, we study the network capacity in the sit-
uation of two (intersecting) SD-pairs. Regarding the objective function h(ρt, p),
we do not merely optimize the total capacity (as one pair may consume all the ca-
pacity, while the other pair may starve), but we impose additional restrictions on
the individual flows. More specifically, we let h(ρt, p) = ρ

(1)
t,s1

+ ρ
(2)
t,s2

, and impose

ρ
(2)
t,s2

= 1−c
c · ρ

(1)
t,s1

, 0 ≤ c ≤ 1. That means that, e.g., for c = 1/2, both flows are
equally important, while for c > 1/2, SD-pair 1 is prioritized.
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s1

d1

s2

d2

s1

s2

d2

d1

Fig. 7. a. Two single-paths (left), and b. Two multi-paths (right)

We construct two scenarios (along the approach in Sect. 4.2) with paths chosen
to be long enough to avoid boundary effects. The capacity is determined using the
approximate greedy algorithm. In the first scenario (see Fig. 7a), we consider two
intersecting single-path flows. Hence, the central node can be active for at most
1/3 of the time (as it must share resources with its neighbors), so that the capacity
equals 1/3 independent of the value for c. The second scenario (see Fig. 7b) com-
prises two intersecting multi-paths which each consist of three node-independent
paths. Notice that the value of c influences the capacity in a symmetrical fashion.
We discuss here the extreme cases p = 0 (independent paths) and p = 1 (heavily
interfering paths). For p = 1, the impact of c is limited as for c = 1/2 the capacity
equals 0.48, while for c → 0 it approaches 0.50. Contrary, for p = 0, the capacity
for c = 1/2 is 0.74, while for c → 0 it is only 0.60. Thus, prioritizing one flow at
the expense of the other can eventually be undesirable from a capacity viewpoint
in the latter case. Again, we observe that the “multi-path” flow tends to use more
paths for p = 0 than for p = 1.

As a final illustration, in accordance with more realistic applications, we ana-
lyze different interference and transmission neighborhoods. We construct scenar-
ios which conform to the approach in Sect. 4.2 with link probabilities p = 0 and
p = 1 (for a single SD-pair). For these choices of p, the neighborhoods NT (j) and
NI(j) are fixed and identical for a given j ∈ N . Let us denote these neighbor-
hoods by N0(j) and N1(j), respectively. Next, we define extended neighborhoods
as follows. For p = 0, let N ∗

0 (j) extend N0(j) with the three parallel nodes on the
two nearest paths and with the two adjacent nodes on the same path. For p = 1,
let N ∗

1 (j) extend N ∗
0 (j) with the three parallel nodes of the paths located next to

the adjacent paths (whenever present). Thus, we have that N ∗
0 (j) ⊇ N0(j) and

N ∗
1 (j) ⊇ N1(j) We stress that the exact structure of the neighborhoods is not

especially important here. Our intention is to gain some understanding of what
might happen in realistic cases. In practice, the exact neighborhoods could be con-
structed based on network measurements.

We have evaluated scenarios with 1, 3 and 5 node-independent paths consist-
ing of six “single-links” from source to destination. In Table 3, the capacity results
(obtained via our greedy algorithm) for the different neighborhoods and link prob-
abilities are presented. There are two main conclusions that can be drawn from
our experiments. First, increasing the interference range for a fixed transmission
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Table 3. Capacity results for different neighborhoods

Scenario Neighborhoods 1 path 3 paths 5 paths
p=0/1 p=0 p=1 p=0 p=1

Basic scenario NT (j) = NI(j) = N0/1(j) 0.333 0.600 0.500 0.714 0.583
Ext. interference NT (j) = N0/1(j), 0.200 0.333 0.250 0.429 0.382

NI(j) = N ∗
0/1(j)

Ext. power NT (j) = NI(j) = N ∗
0/1(j) 0.333 0.500 0.400 0.600 0.529

range has a clear negative effect on the capacity, and this is shown to hold for all
scenarios. Second, also increasing both ranges (in an equal fashion) has a (minor)
negative effect on the capacity, except for the case of a single path. Further, we ob-
serve that the solutions found comprise fewer paths when the interference range
is extended; this indicates again that the impact of interference on path selection
cannot be ignored.

5 Concluding Remarks

We have first presented a general stochastic framework for the analysis of net-
work performance under interference. We have then developed a generic math-
ematical model to assess the network capacity in a multi-path environment. A
nonlinear programming problem formulation incorporating interference has been
introduced, and it has been shown that the optimal network capacity could be
obtained by solving an exponential number of linear programming problems. We
have presented a greedy algorithm that can closely approximate this optimum by
solving only a small number of these linear programmes. Our examples further
show that paths do not need to be independent to attain the optimal capacity un-
der interference. Moreover, using multiple paths that moderately interfere appears
to be better than using a single path, whereas in situations with heavily interfering
nodes, use of multiple paths does not improve the network performance. Finally,
more general scenarios have shown the significant impact of interference on the
optimal route selection.

An important element of our modelling approach is the construction of interfer-
ence and transmission neighborhoods. Our model facilitates consideration of any
neighborhood of interest; in particular, the neighborhoods do not need to depend
on the distance between nodes. This means that by performing certain network
measurements before the actual network operation starts neighborhoods can ac-
curately be defined and the capacity of the constructed network can be determined
using the techniques presented in this paper.

We have assumed that links in the network are error-free.This is a valid assump-
tion if lossy links are excluded in advance (cf. the approach in e.g. [16]). Otherwise,
non error-free links may be incorporated by reducing the transmission rate so as to
account for retransmission overhead. The validation of our results for more general
networks in which nodes are not identical is among our aims for further research.
It is further relevant to study the impact of interference in the context of delay
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optimization, because blindly employing multiple independent paths may yield
undesirable delays due to the divergence in path lengths.
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