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Abstract. User modelling in on-line distance learning is an important research 

field focusing on two important aspects: describing and predicting students’ ac-

tions and intentions as well as adapting the learning process to students’ fea-

tures, habits, interests, preferences, and so on. The aim is to greatly stimulate 

and improve the learning experience. In this context, user modeling implies a 

constant processing and analysis of user interaction data during long-term 

learning activities, which produces large and considerably complex informa-

tion. As a consequence, processing this information is costly and requires com-

putational capacity beyond that of a single computer. In order to overcome this 

obstacle, in this paper we show how a parallel processing approach can consid-

erably decrease the time of processing log data that come from on-line distance 

educational web-based systems. The results of our study show the feasibility of 

using Grid middleware to speed and scale up the processing of log data and 

thus achieving an efficient and dynamic user modeling in on-line distance 

learning. 

1   Introduction 

User modeling [1] is a mature research field mostly involved in the information tech-

nology context. It is mainly utilized in software systems for inferring the users’ goals, 

skills, knowledge, needs and preferences and thus achieving more adequate adaptation 

and personalization on the basis of the user activity pattern built. This inference proc-

ess relies in turn on being able to track the users’ actions when interacting with the 

application such as the users’ choice of buttons and menu items [2].  

   In this paper, we focus on and are interested in web-based applications that support 

on-line distance learning. These applications, due to the high degree of user interac-

tion, take great advantage of the tracking-based techniques of user modeling such as 

providing broader and better support for the users of Web-based educational systems 

[2]. Indeed, the data analysis of the information captured from the actions performed 

by learners is a core function for the modeling of the learner’s behavior during the 

learning process and of the learning process itself as well. In addition, the building of 

learner models may help identify navigation patterns and adapt the system’s usability 

to the actual learners’ needs resulting in a great stimulation of the learning experience. 

However, the information generated in web-based learning applications can be of a 



great variety of type and formats [3]. Moreover, these applications are characterized 

by a high degree of user-user and user-system interaction which stresses the amount of 

interaction data generated. Therefore, there is a strong need for powerful solutions that 

record the large volume of interaction data and can be used to perform an efficient 

interaction analysis and knowledge extraction.  

    Based on this vision, a preliminary study was conducted [3] to show that a Grid [4] 

approach might increase the efficiency of processing a large amount of information 

from user activity log files. In order to show the feasibility of our approach, we used 

the log data from the internal campus of the Open University of Catalonia though it 

can be applied for reducing the processing time of log data from web-based applica-

tion in general. Our ultimate objective is to make it possible to continuously monitor 

and adapt the learning process and objects to the actual students’ learning needs as 

well as to validate the campus’ usability by analyzing and evaluating its actual usage.     

2 Modeling Students’ Behavior in Web-based Distance Learning 

Settings: the Case of the Open University of Catalonia 

Our real web-based learning context is the Open University of Catalonia (UOC) [5] 

which offers distance education through the Internet in different languages. As of this 

writing, about 40,000 students, lectures and tutors from everywhere participate in 

some of the 23 official degrees and other PhD and post-graduate programs resulting in 

more than 600 official courses.  

    From our experience at the UOC, the description and prediction of our students’ 

behavior and navigation patterns when interacting with the virtual campus is a first 

issue. Indeed, a well-designed system’s usability is a key point to stimulate and satisfy 

the students’ learning experience. In addition, the monitoring and evaluation of real, 

long-term, complex, problem-solving situations is a must in our context. The aim is to 

adapt the learning process and objects to the actual students’ learning needs as well as 

to validate the campus’ usability by monitoring and evaluating its actual usage.   

    In order to achieve these goals, the analysis of the campus activity and specifically 

the users' traces captured while browsing the campus is essential in this context. The 

collection of this information in log files and the later analysis and interpretations of 

this information provide the means to model the actual user's behavior and activity 

patterns. However, in the context of the UOC, the whole user interaction generates a 

great amount of information a day (about 10 GB) which is filtered and collected in 

large daily log files. Furthermore, this large information is found in an ill-structured 

highly redundant form needing a great amount of computational power to constantly 

process log data [5]. As a matter of fact, the computational cost is the main obstacle to 

processing this data in real time [3] and hence in our real situation this processing 

tends to be done offline in order to avoid harming the performance of the logging 

application, but as it takes place after the completion of the learning activity it has less 

impact on it.  



3   An Efficient Processing of Log Data 

In order to deal with the above mentioned problems and inconvenients, we have de-

veloped a simple application in Java, called UOCLogsProcessing that processes log 

files of the UOC. However, as the processing is done sequentially, it takes too long to 

complete the work and it has to be done after the completion of the learning activity, 

which makes the construction of effective real-time user models not possible. 

The distributed platform has been developed using the JXTA [7] protocols and of-

fers a shared Grid where client peers can submit their tasks in the form of Java pro-

grams stored on signed jar files and are remotely solved on the nodes of the platform. 

The architecture of the JXTA platform is made up of two types of peers: common 

client peers and broker peers. The former can create and submit their requests while 

the later are the administrators of the Grid, which are in charge of efficiently assigning 

client requests to the Grid nodes and notify the results to the owner's requests. To 

assure an efficient use of resources, brokers use different allocation algorithms, which 

can be viewed as economic models, to determine the best candidate node to process 

each new received request. The implementation and design of peers, groups, job and 

presence discovery, pipe-based messaging, etc. are developed using the latest updated 

JXTA libraries [7]. This distributed platform has been deployed in a large-scale, dis-

tributed and heterogeneous P2P network using nodes from PlanetLab1 platform.  

3.1   Parallelizing the Processing of Log Files 

The parallel implementation follows the Master-Worker (MW) [8] paradigm. In a 

nutshell, the log file is split off into a certain number of parts, which can be exactly 

equal to the number of grid nodes (slaves) that will participate in the processing or can 

be larger.  In this later case some peer nodes could receive more than one part for 

processing. By splitting the original file into more parts than peer slave candidates for 

processing, we can achieve different degrees of granularity of the parallel processing. 

Achieving different degrees of granularity is very desirable in Grid environments 

given the high heterogeneity of computing resources. Note that we have a perfect split 

of the problem in many independent parts. In the end, the master node just needs to 

append to a unique file the arriving of partial solutions (partial result files after proc-

essing). The main steps of the MW parallel algorithm to process a log file in the JXTA 

platform are as follows: 

 

1. [Pre-processing phase]: UOCLogsProcessing counts the total number of lines of 

the log file, totalNbLines, and knowing the total number of parts to split the file 

off, nbParts, each peer node will receive and process a totalNbLines/nbParts of 

lines from the file. 

 

 

                                                           
1 http://www.planet-lab.org. As of Feb. 24, 2007, PlanetLab consists of 755 nodes at 363 sites. 



2.  [Master Loop]: Repeat  

a. Read  totalNbLines/nbParts lines from the original file and create a file 

with them.  

b. Create a request and submit it to JXTA platform 

c. [Juxta-cat processing]: 

i. The request is received by a broker of JXTA platform and it is 

assigned to a peer node of the platform. 

ii. The peer node, upon receiving and accepting the request, noti-

fies it to the Broker node.  

iii. The peer node receives the corresponding part of the file to 

process by direct JXTA transfer from the Master node. 

iv. The peer runs UOCLogProcessing functionality for processing 

the lines of the file, one at a time, and stores the results of the 

processing in a buffer. 

v. The peer node, once the processing of the request is done, 

sends back to the master node the content of the buffer. 

   Until the original log file has been completely scanned. 

3.  [Master’s final phase]: Receive messages (partial files) from peers and append 

in the correct order the newly received resulting file to the final file containing the 

information extracted from the original log file.  

3.2   Experimental Results  

In this section we present the experimental results from measuring the speedup ob-

tained by the grid processing. Battery test involved both large amounts of log informa-

tion (i.e. daily log files) and well-stratified short samples consisting of representative 

daily periods with different activity degrees. In addition, other tests included a few log 

files with selected file size forming a sample of each representative stratum. This 

allowed us to obtain reliable statistical results using an input data size easy to use.  
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Fig. 1. Processing times of a log file of 100Mb for the case of processing without 

partitions and by partitioning into 4 and 16 parts, respectively, resulting in a speed-up 

of 0,543 and 0,71 respectively. 



The battery test was processed by the UOCLogsProcessing application executed on 

single-processor machines involving usual configurations. Moreover, it was executed 

several times with different workload in order to have more reliable results in statisti-

cal terms involving file size, number of log entries processed and execution time along 

with other basic statistics. The same battery test was processed by JXTA platform 

using 8 peer nodes and by considering 4, 8 and 16 parts of the original file.  

Parallel efficiency and speed up are then computed involving the number of grid 

nodes and the time needed by the grid to process each log file. Fig. 1 shows the con-

siderable decrease in execution time we achieved using the JXTA platform.  

4   Conclusions and Further Work 

In this paper, we have shown how to model the learner's behavior and activity pattern 

by using user modeling tracking-based techniques. However, the information gener-

ated from tracking the learners is usually very large, tedious, and ill-formatted and as a 

result processing this information is time-consuming. In order to overcome this prob-

lem, we have proposed a Grid-aware implementation that considerably reduces the 

processing time of log data and allow us to build and constantly maintain user models.   

   Further work will include the implementation of a more thorough mining process of 

the log files, which due to the nature of the log files of our virtual campus will require 

more processing time in comparison to the log processor used in this work. 
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