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Abstract. Collaborative filtering is a social information recommendation/ 
filtering method, and the peer-to-peer (P2P) computer network is a network on 
which information is distributed on the peer-to-peer basis (each peer node 
works as a server, a client, and even a router). This research aims to develop a 
model of P2P information recommendation system based on collaborative 
filtering and evaluate the ability of the system by computer simulations based 
on the model. We previously proposed a simple model, and the model in this 
paper is a modified one that is more focused on recommendation agents and 
user-agent interactions. We have developed a computer simulator program and 
tested simulations with several parameter settings. From the results of the 
simulations, recommendation recall and precision are evaluated. Findings are 
that the agents are likely to overly recommend so that the recall score becomes 
high but the precision score becomes low. 

Keywords: Multi agents, P2P network, information recommendation, 
collaborative filtering, simulation.  

1   Introduction 

Several information recommendation and filtering methods have been developed for 
solving the problem of information overloads [1-3]. One of the methods is 
collaborative filtering [4]. The method can discover information that a user does not 
yet know but other users (whose profiles are similar to the user in some point of view) 
know. An advantage of the method over content-based filtering methods is that 
collaborative filtering does not require analyses of information contents: precise 
semantic analysis of information contents is usually difficult for computer systems. 
Collaborative filtering can be applied to personalized recommendations. There will be 
two variations of such recommendation systems that utilize collaborative filtering on 
computer networks: a server-client based one and a peer-to-peer (P2P) based one  
[5-7]. The latter benefits its scalability and flexibility.  

To evaluate effectiveness of an application system on a large-scale P2P network, a 
large number of nodes must participate in the evaluation, but obtaining the 
participation and cooperation of the large number of nodes in a short period of time is 
usually difficult. Instead of evaluating the system in the real world, it will be effective 
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to pre-evaluate the system by developing a simulator. Related researches have 
developed P2P network simulators (e.g., [8]), but a simulator for P2P information 
distribution systems based on collaborative filtering is still a research challenge. We 
previously proposed a model of P2P information recommendation system based on 
collaborative filtering [9]. In this paper, we propose a modified model that is more 
focused on recommendation agents and user-agent interactions. We have developed a 
computer simulator program to evaluate the ability of recommendation agents based 
on our model. By using the program, we have tested simulations with several 
parameter settings. From the results of the simulations, the ability of agents is 
evaluated. 

2   P2P Information Recommendation Model Based on 
Collaborative Filtering 

The basic idea of our simulation model is as follows. First, a P2P network includes 
several nodes (computers), and a user uses a computer that works as a node in the P2P 
network (Fig.1). Each user periodically receives recommendations of some data items 
from an agent that serves for the user. An agent determines which items to 
recommend by collaborative filtering with some neighbor nodes. Of the items 
recommended by an agent, a user accepts those which meet his/her preference and 
rejects the others.  

Node
UserUser

DataAgent

 

Fig. 1. Nodes, Users and Agents in a P2P Network 

Based on this idea, our system model consists of the following components.  

• Network model 
• Data model 
• Agent model 
• User model 
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2.1   Network Model 

Suppose a P2P network consists of N nodes (computers).  Each node has a list of 
neighbor nodes with which the node can communicate. The node lists are updated 
when agents communicate with each other: when an agent A1 of a node N1 
communicate with another agent A2 of another node N2, A1 (A2) merges the node 
list of A2 (A1) node with the node list of its own node. Fig. 2 shows an example. The 
left part of the figure shows that agent A1 initiates to communicate with agent A2 (A1 
can find A2 because N2 is included in the node list of N1). The right part of the figure 
shows that node lists of N1 and N2 are updated: the underlined nodes are added from 
the list of partner node. A2 adds N1 in the list of N2 because A2 detects N1 by this 
communication and N1 is not included in the list of N2. As shown in this example, an 
agent can find new nodes on the network each time the agent communicates with 
another agent. Thus, the agent becomes able to search for data to recommend from 
more neighbor nodes.   

N2,N3,N9

N3,N4,N6,N7

node N1
node list of N1

node N2
node list of N2

N2,N3,N4,N6,N7,N9

node N1
node list of N1

node N2
node list of N2

N1,N3,N4,N6,N7,N9

Agent A1

Agent A2

Agent A1

Agent A2

 

Fig. 2. Example of Node Lists Updated by Agents 

2.2   Data Model 

Suppose there are D data items in total, and each item belongs to a data category with 
some degree. In the case where data items are musical ones, the categories can be 
blues, classical, pop, jazz, etc. Table 1 shows an example of data items and 
membership scores of the items to data categories. In this example, date item D1 
belongs to data category C1 completely and not to C2 and C3 at all: the membership 
scores are in [0, 1] and the higher the score is, the more the data item belongs to the 
data category.  

The vector of category membership scores is attached to each data item as 
metadata. 

2.3   Agent Model 

The most important component in our system model is the agent model, because the 
design of agents determines the ability of the recommendation system. Each node 
includes a recommendation agent that serves for the user of the node. Each agent 
periodically recommends data items determined by collaborative filtering with some 
neighbor nodes.  
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An agent of a node first selects some nodes in the current node list. The nodes can 
be selected, for example, randomly, based on the past selection history, or based on 
similarity scores (described next) at the last communication. Then, the agent 
communicates with each agent in the selected nodes, checks the data in each selected 
node, and calculates similarity score between its own node and each selected node. 
The similarity scores are used for the collaborative filtering: the more similar set of 
data items a neighbor node has, the more probable the data items includes useful ones 
for the user of its own nodes (i.e., the more probable the data items includes items that 
should be recommended for the user). We define the similarity score S(Na, Nb) 
between two nodes Na and Nb as 

|D||D|

|DD|2
)N,N(S

ba

ba
ba +

= ∩
 . (1) 

where Da and Db denote the set of data items in the node Na and Nb respectively and 
|X| denotes the number of data items in the set X. The score S becomes the largest 1.0 
in the case the two nodes have the same data items and becomes the smallest 0.0 in 
the case Φ=ba DD ∩ . 

The agent then extracts data items that the selected nodes have but its own node 
does not yet have, and determines which of the extracted items to recommend based 
on a probability defined as a function of the similarity score: a data item found in a 
neighbor node with a larger/smaller similarity score is recommended with 
higher/lower probability. Fig. 3 shows examples of the recommendation probability 
function. In the case of (a), an item found in a node with similarity score x is 
recommended with the probability x. In the case of (b) and (c), an item found in a 
node with smaller similarity is recommended with much less probability (zero if  
S < 0.5 in the (c) case). Thus, the design of this function characterizes agent 
recommendation behavior. 

2.4   User Model 

Each user periodically receives recommendations of data items (that the user does not 
yet have) from an agent that serves for the user. In the real world, a user will accept 
some of the recommended data items that meet his/her preference (the accepted items 
are added to the data set of his/her own nodes) and will reject the others. To simulate 
this user behavior, users' implicit preferences on the data items are denoted as 
preference score vectors in our user model. The user preference vectors are similar to 
 

Table 1. Example of Data Items and Their Membership Scores to Data Categories 

Data Category 
Data Item 

C1 C2 C3 … 
D1 1.0 0.0 0.0 … 
D2 0.0 1.0 0.5 … 
D3 1.0 1.0 0.0 … 
… … … … …  
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the category membership vectors of data items. Table 2 shows an example of users 
and preference scores of the users on data categories. In this example, user U1 prefers 
data category C1 to the maximum degree and not C2 and C3 at all: the preference 
score is in [0, 1] and the higher the score is, the more the user prefers the data 
category.  

Note that the user preference vector of each user is implicit so that an agent does 
not know the preference vector of the user: our model of recommendation system 
does not require users to express (i.e., input to the system) their preferences on data 
categories. The user preference vectors are used only to simulate the user behavior of 
data item acceptance/rejection.  

Based on the preference vector of a user and the membership vector of a data item, 
a distance value of the two vectors is calculated to evaluate the degree to which the 
data item meets the user's preference. The method of calculating the distance 
characterizes users' personality. Suppose the user U1 in Table 2 receives the 
recommendation of data items D1, D2 and D3 in Table 1.  

• Suppose U1 minds whether data items belong much to categories he/she prefers 
much (C1) but does not mind whether the items belong to categories he/she prefers 
little (C2 and C3). In this case, U1 will accept D1, D3 and reject D2. We denote 
this type of user as user type 1.  

• Suppose U1 minds whether data items belong much to categories he/she prefers 
much (C1) and also minds whether the items belong little to categories he/she 
prefers little (C2 and C3). In this case, U1 will accept only D1 and reject D2, D3. 
We denote this type of user as user type 2. 
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Fig. 3. Examples of Recommendation Probability Function 

Table 2. Example of Users and Their Preference Scores on Data Categories 

Data Category 
User 

C1 C2 C3 … 
U1 1.0 0.0 0.0 … 
U2 0.0 0.3 0.8 … 
U3 0.2 1.0 0.0 … 
… … … … …  
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To simulate such user personality, we design two methods of calculating the vector 
distance utilizing the product score and the Euclid distance. In the case of utilizing the 
product score, the distance is defined as  

c

mp
)m,p(d

c
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ii∑ ==

GG
 . (2) 

and in the case of utilizing the Euclidian distance, the distance is defined as 

c
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where p
G

={p1, p2, …} is the user preference vector, m
G

={m1, m2, …} is the 
membership vector of a data item, and c is the number of data categories.  

In the case of utilizing the product score, a user accepts data items of which 
)m,p(d
GG

 is larger than a threshold value, or accepts a data item at a probability defined 
as a monotonically non-decreasing function of )m,p(d

GG
. The value of )m,p(d

GG
 does not 

increase for data categories of which the user does not prefer at all (i.e., pi = 0). Thus, 
this variation can simulate the type 1 users.   

On the other hand, in the case of utilizing the Euclidian distance, a user accepts 
data items of which )m,p(d

GG
 is smaller than a threshold value, or accepts a data item at 

a probability defined as a monotonically non-increasing function of )m,p(d
GG

. The 
value of )m,p(d

GG
 can increase for some data category c* even though a user does not 

prefer c* at all (i.e., pc*=0): (pc* - mc*)
2 >0 if pc* ≠ mc*. Thus, this variation can 

simulate the type 2 users.   

3   Evaluation of Recommendation Ability by Simulation 

We have developed a computer simulator program to evaluate the ability of P2P 
information recommendation based on our model. By using the program, we have 
tested simulations with several parameter settings. From the results of the simulations, 
the ability of agents in our model is evaluated. Recall and precision can be used as 
metrics of the ability in information recommendations [10]. The metrics are defined 
as follows.  

Recall 
||

||

rel

relrec

D

DD ∩=  . (4) 

Precision
||

||

rec

relrec

D

DD ∩=  . (5) 

where Drec is the set of data items a user has been recommended and Drel is the set of 
data items the user can accept if recommended (i.e., relevant items).  
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The following shows an example of the simulation designs. The basic parameters 
are designed as shown in Table 3.  

Table 3. Example of Basic Simulation Parameter Design 

Number of users (nodes) 100 
Total number of data items 100 
Number of initial data items for each user 5 
Number of data categories 8 
Number of nodes an agent communicates 
for a try of recommendation 3 

 
Each of the 100 users is randomly either the type 1 or 2 user. A preference vector 

for a user is designed so that pi = 1.0 for a randomly selected category and pi is a 
random value in [0, 0.3] for the other seven categories. This design simulates a 
situation in which each user prefers one of the eight categories very much and not the 
other seven categories so much.  

The number of data items is also 100. A membership vector of each item is 
designed in the same way as a preference vector: mi = 1.0 for a randomly selected 
category and mi is a random value in [0, 0.3] for the other seven categories. This 
design simulates a situation in which each data item belongs to one of the eight 
categories very much and not the other seven categories so much. Thus, the relevant 
data item set Drel for a user is likely to include items of which mx = 1.0 for the 
category x where px =1.0. In this design, the 100 users and the 100 data items are 
likely to be categorized into eight groups.  

The set Drel for a user is determined as follows. The distance )m,p(d
GG

 is calculated 
100 times for a single user and the 100 data items. If the user is type 1, )m,p(d

GG
 is 

based on the vector product so that the value )m,p(d
GG

 becomes larger as a data item 
meets the preference of the user more. The maximun value of )m,p(d

GG
 among the 100 

data items are calculated (dmax), and Drel for the user is determined as the set of data 
items of which maxd9.0)m,p(d ∗≥

GG
. In the same manner, Drel for a type 2 user is 

determined. If the user is type 2, )m,p(d
GG

 is based on the Euclid distance so that the 
value )m,p(d

GG
 becomes smaller as a data item meets the preference of the user more. 

The minimum value of )m,p(d
GG

 among the 100 data items are calculated (dmin), and 
Drel for the user is determined as the set of data items of which mind3.0)m,p(d ∗≤

GG
. The 

threshold factors 0.9 and 0.3 are determined so that |Drel| becomes around 10 to 15.  
Data items that each user initially has are five items randomly selected from Drel of 

the user. In the initial state, the similarity score S(Na, Nb) between two nodes Na and 
Nb is determined by these five items in Na and Nb.  

Suppose each of the 100 users receives recommendation once a specific interval of 
time: it is defined as one cycle that all users receive recommendation once in a 
random order. For a try of recommendation, an agent randomly selects three nodes in 
the current node list and determines data items to recommend by collaborative 
filtering with the three nodes.  
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As the recommendation probability function that characterizes agent behavior, the 
function in Fig 3(a) is applied. The simulation continued until no user accepted one or 
more items in two successive cycles.  

The result of simulation with the above design is shown in Figs. 4, 5 and Table 4. 
Fig. 4 shows the number of users who accepted some of the recommended items and 
the total number of data items accepted by the users. This trial of simulation 
continued to 63 cycles. The maximum and mean numbers of accepting users in a 
cycle were 22 and 8. In average, 1.2 items were accepted per accepting user in a 
cycle. These values seem relatively small: this will be because, in this simulation, the 
100 users (nodes) are implicitly categorized into 8+ groups and the number of nodes 
an agent communicates for a try of recommendation is small (three: see Table 3).  
Fig. 5 and Table 4 show the results of recommendation recall and precision. Fig 5(a) 
& Table 4(a) show the results for type 1, and Fig 5(b) & Table 4(b) show the results 
for type 2. A plot in Fig. 5 represents a value of recall or precision for a user (the 
threshold value of )m,p(d

GG
 is not the same even for the users of the same type because 

the preference vector p
G

 is not the same). 
It should be noted that Drel includes data items a users initially has: these items are 

the relevant ones but not the recommended ones. In the calculation of recall and 
precision scores, these initial items are removed from Drel. 

Findings from the results in Fig. 5 and Table 4 are as follows.  

• The agents recommended very well in terms of recall. For both type 1 and 2 users, 
the mean recall scores were 0.98.  

• On the other hand, the agents did not recommend so well in terms of precision. In 
the best case the precision score was 1.0 (so that no irrelevant item was 
recommended to the user) but in the worst case the score was 0.11. The average 
precision score was 0.75 (or 0.72) for type 1 (or 2) users, which was smaller than 
the average recall scores.  
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Fig. 4. Numbers of Accepting Users and Accepted Data Items 

We tested additional trials of simulations in which the recommendation probability 
function p(S) was changed from that in Fig. 3(a) to Fig. 3(b) and Fig. 3(c), but the 
results were similar to the above: high scores of recall and lower scores of precision 
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than recall scores. It was worse still that recall scores could be smaller in the cases (b) 
and (c) than in the case (a) because in the cases of (b) and (c) the recommendation 
probability becomes smaller.  

These results indicate that agents in our P2P recommendation system model are 
likely to overly recommend. We find that future research should include 
improvements in the design of agents for better precision.  

4   Conclusion 

In this paper, we proposed a model of P2P information recommendation based on 
collaborative filtering. The model is a modified one from the model we proposed 
before. We have developed a computer simulator of recommendation network system 
based on the model. The ability of recommendation agents was evaluated by 
analyzing results of simulations with experimental system parameter designs. It is 
found that the agents are likely to overly recommend so that the recall score becomes 
high but the precision score becomes low. Improvement in the agent design for better 
precision is a research challenge in our future work.  
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(b) Type 2 Users 

Fig. 5. Recall and Precision Scores for Each User 

Table 4. Statistics of Recall and Precision Scores 

 ave S.D. max min 
Recall 0.98 0.067 1.0 0.57 
Precision 0.75 0.32 1.0 0.15 
F 0.80 0.25 1.0 0.26 

(a) Type 1 Users 

 ave S.D. max min 
Recall 0.98 0.071 1.0 0.60 
Precision 0.72 0.30 1.0 0.11 
F 0.79 0.24 1.0 0.20 

(b) Type 2 Users 
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A promising solution to the challenge is the design of agent adaptation to behaviors 
of their user. To make agents dynamically adapt their recommendation probability 
functions and the methods of selecting partner nodes for collaborative filtering to logs 
of their users' acceptance/rejection behaviors, precision scores are expected to 
improve. In addition, such adaptation is expected to enable agents follow temporal 
changes in users' preferences over a period of time. The user preferences are supposed 
as implicit in our model so that the speed with which agents follow to the changes in 
user preferences should be investigated.  
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