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Abstract. With rapid growth of the mobile industry, the limitation of small 
screen mobile is attracting a lot of researchers attention for transforming on/off-
line contents into mobile contents. Frame segmentation for limited mobile 
browsers is the key point of off-line contents tranformation. The X-Y recursive 
cut algorithm has been widely used for frame segmentation in document 
analysis. However, this algorithm has drawbacks for cartoon images which 
have various image types and image with noises, especially the online cartoon 
contents obtain during scanning. In this paper, we propose a method to segment 
on/off-line cartoon contents into fitted frames for the mobile screen. This makes 
the x-y recursive cut algorithm difficult to find the exact cutting point. There-
fore we use a method by combining two concepts: an X-Y recursive cut  
algorithm to extract candidate segmenting positions which shows a good per-
formance on noises free contents, and Multi-Layer Perceptrons (MLP) concept 
use on candidate for verification. These methods can increase the accuracy of 
the frame segmentation and feasible to apply on various off-line cartoon images 
with frames. 
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1   Introduction 

As mobile devices are widespread, the request for the use of mobile contents has re-
cently increased and attracts attention in mobile and ubiquitous computing research. 
For the purpose of satisfying the request, not only producing various contents but 
transforming on/off-line contents into fitted size is being issue for the mobile devices 
with a small screen. The transformation of off-line contents has two general types: first 
is a passive method that person directly transforms the contents, and second is using 
auto transformation system from off-line to mobile contents. The automatic system can 
provide the most efficient and convenient method for manipulating and processing the 
contents. However, these automatic systems have some problems to apply on various 
contents. Especially to solve some problems of the auto transformation from off-line 
cartoon contents to mobile contents. The paper-based image of off-line cartoon should 
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transform to limited size on various mobile browsers. In this case, the key point of 
transformation the cartoon contents is how to segment the frame of the image effec-
tively in order to fit in small mobile screen.  

A number of approaches to page segmentation or page decomposition have been 
proposed in the literature. Wang et al. [1] used such an approach to segment news-
paper images into component regions and Li and Gray [2] used wavelet coefficient 
distributions to do top-down classification of complex document images. Etemad et 
al. [3] used fuzzy decision rules for bottom-up clustering of pixels using a neural 
network. An alternative approach is to use the white spaces available in document 
images to find the boundaries of text or image regions as proposed by Pavlidis [4]. 
Many approaches to page segmentation concentrate on processing background pixels 
or using the “white space” [5-8] in a page to identify homogeneous regions. These 
techniques include X-Y tree [9-10], pixel-based projection profile [11] and connected 
component-based projection profile [12], white space tracing and white space thin-
ning [13]. They can be regarded as top-down approaches [14-16] which segment a 
page recursively by X-cut and Y-cut from large components, starting with the whole 
page to small components eventually reaching individual characters.  

In our previous work [17], we implement frame segmentation1 for cartoon images, 
which are one of the most popular ones, with frames, and used X-Y recursive cut 
algorithm to separate the cartoon contents with frames into frames to fix into small 
screen mobile device. However, the X-Y recursive cut algorithm has some problems. 
If the frame boundary has some noises, the algorithm can not segment the frame. The 
noise data of the image affects the value of the image by projection profile process 
therefore the method can not detect the frame. And if the frame line is not a straight 
line, the X-Y recursive algorithm can not make correct segmentation. It can not rec-
ognize the line as frame boundary. Due to this reason, the X-Y recursive method can 
apply to on a limited normal image.  

In this paper, we propose an improved method to segment the off-line cartoon 
frame using the MLP-based X-Y recursive algorithm. The input of the neural network 
is a scanned image of the cartoon and the output is candidate cutting points of the 
input image. In this method, several candidate cutting points are first generated by  
 

 
                               (a)                                      (b)                                (c) 

Fig. 1. Outline of the proposed method: (a) an input image [19], (b) a result (the gray line de-
notes boundary) of the forward process, (c) a segmented result 

                                                           
1 It is a prerequisite stage for extracting important information (salient regions). 
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X-Y recursive cut algorithm, and we can identify whether the point indicates the right 
position using the MLP-based segmentation process on only candidate cutting points 
per each step (Fig.1).  

2   Frame Segmentation  

We use the input data from the scanned image of off-line cartoon, and change it the 
binary image (Fig.2). In the binary image of the input data, the black and white pixels 
are recognized values in the MLP-based frame segmentation process. The input data 
makes the cutting point by MLP-based segmentation process. In this process, the MLP 
use the weight which is calculated by training process of some input images. The MLP 
finds the position of frame segmentation for the cartoon image. Then we can use the 
cutting-point for the segmenting position and segment the frame using X-Y recursive 
concept. If the results have two or more candidate points, we could choose the right 
point by the verification process using projection profile method. In chapter 3, it will 
be explained the MLP structure and the cutting-point marking process. 
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Fig. 2. Overview of the Proposed Approach 

2.1   Pre-process 

We use the projection profile method for input image of the cartoon to make the input 
of the Testing process. As shown in Fig. 3, the histogram of the image is used to find 
the candidate cutting-point area using loose threshold value. Then, the position from 
the x-y projection profile indicates the input to the Testing process. It has less input 
value than whole input from the image that can be more efficient processing time. 
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Fig. 3. The input area of Testing process (dotted line indicates the input area) 

2.2   Structure of MLP 

The structure of the MLP of our proposed design consists of 48 input nodes, 40 hid-
den nodes, and 1 output node. Fig. 4 shows the structure of two-layer neural network. 

It has a fully-connected structure and uses a back-propagation learning algorithm. 
The MLP inputs a 48-order mesh vector to the network, which is extracted from a 
30×40 normalized binary image. The 48 integer values are obtained by counting the 
number of pixels in each 5×5 local window in the normalized binary image. The re-
sulting 25 intensities are normalized to the range of [0.0 .. 1.0]. Forty-eight floating 
point numbers are then input into the network in column major order. If the position 
of the cartoon image is clicked by the mouse, the MLP recognize it frame boundary to  
 

 

Fig. 4. Structure of two-layer neural network 
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Fig. 5. The MLP input data of the cartoon image and zoomed in images 

segment the image. A desired cutting point is determined manually and saved behind 
the 48-order mesh vector. Fig. 5 shows the process of obtaining neural input values.  

The input values from the image are obtained to the boundary area of the images as 
a quadrangle from left to right and from top to bottom. The output value of the MLP 
is 1 or 0. In the forward process, the input image which is analyzed into 30×40 input 
pixels that made by 48-nodes would have the MLP results. The true value indicates 
the frame boundary. If the area of the 30×40 input has true value, the process can 
marking the cutting point. The position of the cutting-point takes a role of segmenting 
point. If the result is false the process can recognize that the area of the 30×40 input is 
not the frame boundary.   

2.3   Cutting-Point Marking 

The MLP can find the frame boundary and segment the frame. Fig. 6 shows the cut-
ting-point area.  

The line of the frame boundary indicates the cutting-point. The process can recog-
nize the segmentation area with the MLP results. As you can see in the Fig. 6, it is  
 

 

Fig. 6. The result of finding cutting-points 
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                                  (a)                                                                              (b)  

Fig. 7. Errors on frame segmentation result. (a) the first forward image, (b) a result of bootstrap 
method (The box of the image boundary is errors.). 

possible to segment artificially for off-line cartoon images by training images. Al-
though the frame has some noises, the MLP can recognize the frame boundary. Then 
we can mark the cutting-point in the boundary and make the cutting-line. However, 
the result of the MLP is not complete. 

As shown in Fig. 7, if the object is near the frame boundary, or the feature of the 
object in the frame is like a frame boundary, the MLP process can not recognize com-
pletely. To handle this problem we use the bootstrap method recommended by Sung 
and Poggio [18], which was initially developed to train neural networks for face de-
tection. Some non-frame samples are collected and used for training. Plus, the par-
tially trained MLP is repeatedly applied to images for more complete segmentation, 
and then patterns with a positive output are added to the training set as non-frame 
samples. This process iterates until no more patterns are added to the training set.  

2.4   Verification 

The output of MLP can have incorrect cutting-points. In the forward process, the 
cutting-line in the frame boundary shifts the position from top to bottom and from left 
 

 

Fig. 8. One or more candidate cutting points 
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to right. If the input image has two cutting-points in the top and bottom, and that posi-
tion is projected to the same position, the forward process in MLP also would make the 
cumulative cutting-point in the bottom and makes cutting-line. Then the candidate cut-
ting-points are more than we would want to get. Fig. 8 shows this result. The dotted line 
of the image indicates the candidate cutting positions. Which one should we find the 
segmenting point? To handle this problem, we use the projection profile method. Each 
cutting-point, we can check the top-down pixels and find the real cutting-point which is 
the segmenting position that there is at least pixels in the axis of the position.  

3   Experimental Results 

This method is implemented in C++ language on an IBM-PC. 30 images of off-line 
cartoon were used to train MLP for the frame segmentation. The remaining 30 images 
were used for testing. Fig. 9 shows the frame segmentation results.  

 

Fig. 9. One of the frame segmentation result for cartoon A images 

The segmentation rates were evaluated using two metrics: precision and recall rate 
(Table 1). Equation (1) and (2) are the formula to compute the precision and recall 
rate. As shown in table 1, our method produced higher precision and recall rate than 
X-Y recursive cut algorithm without a MLP process, yet lower recall rates, as lack of 
training data for cartoons A, B and C.  
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Table 1. Comparison of precision rates 

without MLP process with MLP process Cartoon Book 
Type 

Category 

Precision Recall Precision Recall 
Cartoon A Training set 83.5% 78% 91.3% 96.5% 

 Test set - - 87.7% 92.6% 
Cartoon B Training set 81.5% 76% 90.3% 92.5% 

 Test set - - 87.3% 95.5% 
Cartoon C Training set 83.5% 78% 93.6% 98.5% 

 Test set - - 87.2% 92.5% 

Table 2. Comparison of execution time 

Measurement with pre-process without pre-process 

Time (sec) 2.8 10 

 
The execution time with pre-process is more efficient than without pre-process, be-

cause the size of input data from the cartoon is different (table 2). When we execute 
pre-process, we can reduce the input size. 

The segmentation errors in this experiment may classify into MLP-based segmenta-
tion step. This problem is mainly the result of a shortage of training data. An existing 
method for frame segmentation, X-Y recursive, has some problems because the noise 
and non-straight frame line affect the frame segmentation. The X-Y recursive method 
to compare the frame segmentation result is a sample data that the threshold value 
finding for the frame segmenting position is coordinated by our experimental environ-
ment. The results of this algorithm are not exact that show in Fig. 9 (a). Our new 
method using MLP-based X-Y recursive improves frame segmentation accuracy and 
variety of scanned images for transforming from off-line to mobile that Fig. 10 (b) 
shows this result. 

Fig. 11 shows frame segmentation proposed result of mobile cartoon content that 
fit well on the mobile screen. The propose method has advantage to resize the cartoon 
content depends on the mobile device screen [17]. 

 

                                               (a)                                                       (b) 

Fig. 10. Comparing two methods. (a) a X-Y recursive result, (b) a MLP-based segmentation 
result. 
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                        (a)                                                 (b)                                          (c) 

Fig. 11. Frame Segmentation Proposes Result. (a) original image, (b) a MLP-based segmenta-
tion result, (c) mobile cartoon content. 

4   Conclusion 

Users generally access the cartoon content through mobile devices. This paper pro-
posed a method for frame segmentation from a scanned image of paper-based cartoon 
image to the small screen mobile device. In this method, the segmentation process 
was implemented by a Multi-Layer Perceptron (MLP) trained by a back-propagation 
algorithm. The MLP-based frame segmentation process generates several candidate 
cutting points and the verification process using projection profile method recognizes 
these cutting-points in order to select the correct cutting point among candidates. 
Through experiments with various kinds of scanned images, it has been shown that 
the proposed method is very effective for the segmentation. However, various 
scanned images of off-line cartoon have a lot of frame features which are not a quad-
rangle. In this case, we can find the boundary point of segmenting frame, but our 
process can not segment inside the frame of the scanned images because of the non-
quadrangle frame. As well, we are trying to segment the non-quadrangle frame and 
plan to extend our works to the frame that includes objects. 
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