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Abstract. Intelligent tutoring systems (ITSs) represent a particular kind of e-
learning systems, which base their operation on the simulation of a human
teacher in the learning and teaching process. With the advent of the mobile com-
puting paradigm, m-learning systems, as the "portable and personal” fashion of
e-learning, paved the way to the introduction of mobile intelligent tutoring. Mo-
bile intelligent tutoring systems (MITSs) are targeted to fit into a mobile learner's
daily routine without disrupting her/his other activities, but conversely enhancing
the efficiency and effectiveness of learning in the context of handheld terminals
of restricted capabilities. As in the non-portable ITS counterparts, MITSs' tasks
are taken over by agents, making them agent-based systems. In this paper we
discuss the mobile intelligent tutoring paradigm, as well as the agent types to be
used in the m-learning environment along with the presently affordable agent in-
frastructure enabling MITS implementation, and corroborate this with the de-
scription of a mobile intelligent tutoring model we are developing.

Keywords: agents, intelligent tutoring systems, m-learning, agent-based sys-
tems, mobile intelligent tutoring systems.

1 Introduction

Information and communication technology (ICT) has become an integral part of the
educational system for either assisting a teacher in realizing a traditional lecture or in
completely substituting the teacher. E-learning took place between ICT on the one
hand and education on the other. The American Society for Training and Develop-
ment defines e-learning as "instructional content or learning experience delivered or
enabled by electronic technology" [1]. A subclass of e-learning — mobile learning (m-
learning) — is nowadays attracting a lot of attention as the next kind of learning, the
respective implementation issues however still being the object of more detailed fur-
ther elaboration. Obviously, the development of this learning paradigm should be
considered mostly through developments in a (possibly high-bandwidth) wireless
infrastructure represented by technologies such as GSM, UMTS or WiMax. By using
the above infrastructure, it is possible to perform networking of mobile devices
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having a number of characteristics interesting to the learning process: (i) small size
and high portability, (ii) flexibility in supporting a wide range of learning activities
and (iii) a relatively cheap cost of technology. In fact, we are now at the break of a
new world of ubiquitous computing that will bridge the gap between our largely sed-
entary lives and new forms of nomadic life. Hence developments in both wireless data
communication and mobile devices facilitate the emergence of a trend of nomadic
computing, and consequently of a new fashion in exercising the learning and teaching
process. Within the educational context these new nomads will be impersonated by
students, teachers, employees, businessmen and customers, who will be traversing
both digital and physical landscapes to gather resources, enlarge their knowledge and
test their skills, conduct business, and will overall experience both state-of-the-art
technologies and services geared to new nomadic lifestyles.

Mobile learners usually work on their own, without external expert support, and
possess disparate learning backgrounds. With little time on hand for educational ac-
tivities and no human expert available for immediate help, these learners require the
least learning "overhead" possible, in order to be able to efficiently focus on their
actual learning tasks. This in turn requires m-learning systems capable to adapt their
behavior to learners' individual requirements [2]. Within such a framework the oppor-
tunity to use intelligent tutoring systems (ITSs) is highly welcome. As it is already
known, ITSs are e-learning systems which base their work on the simulation of a hu-
man teacher in the learning and teaching process [3]. Hence, mobile intelligent tutor-
ing systems (MITSs) are the e-learning systems used in the m-learning context [4],
which provide intelligent support to the learners. Such systems are intended to fit in
the mobile learner's daily routine without disrupting her/his other activities, she/he be-
ing able to learn while on a bus, while waiting for a friend in a restaurant or some
other appointment, between lectures and the like. Advantages of using MITSs include
adaptation to both learner's knowledge and abilities as in conventional ITSs, as well
as to her/his location and needs in that location [5].

Another question to be considered when adopting the m-learning paradigm is the
adaptability of data services, which should provide for such issues as the display of
high-quality images on PDAs. This obviously calls for a new technology, which will
be based upon a middleware that will support both development and runtime execu-
tion of distributed agent-based systems to perform adaptability of data services. This
middleware should anyway enable the systems to work both in the wired and wireless
environment.

According to the previous exposition, MITSs are agent-based systems. Agents met
within MITSs conceptually belong to the personal agents' type. According to Case [6]
personal agents are agents intended to satisfy users' demands and possessing charac-
teristics of proactiveness and adaptability, with the main purpose to help a user by
performing actions on her/his behalf. Whether a personal agent will adequately decide
in which moment to perform a certain action depends on the knowledge it possesses
of the user. Hence the way a personal agent registers information on its user is of key
importance. It initially has no knowledge on both user's needs and habits, but starts
with a predefined user's profile created for an average user, and only afterwards ac-
quires this knowledge by using some of the following methods [7], [8]: (i) registering
the way a user performs actions, (ii) directly from the user's instructions, (iii) from the
user's examples and (iv) from the other personal agents.
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The paper is structured as follows. Section 2 contains an overview of intelligent
tutoring systems; Section 3 presents agent tasks in mobile intelligent tutoring, an
agent-based mobile intelligent tutoring model as well as the respective development
infrastructure, while Section 4 concludes the paper.

2 Intelligent Tutoring Systems

Intelligent tutoring systems are a generation of systems intended for support and im-
provement of the learning and teaching process. Their work is based on simulation of
a human teacher in the learning and teaching process. A question should be immedi-
ately raised about the meaning of the phrase "simulation of a human teacher in the
learning and teaching process" as well as which characteristics of a human teacher a
tutoring system should possess to be attributed as intelligent. The teaching paradigm
of an intelligent tutoring system is based on the following features of a human teacher
[3], [9], [10], [11]: (i) possession of domain knowledge, (ii) possession of knowledge
on teaching methods, (iii) capability of diagnosing students' knowledge, (iv) capabil-
ity of comparing the level of students' knowledge with the domain knowledge i.e. de-
termining the level of students' domain knowledge acquisition and (v) capability of
adjusting the teaching methods to the student.

A teacher in traditional educational institutions generally does not have the possi-
bility to adjust her/his teaching methods to individual student's needs and mostly
adjusts them to a student group. Conversely, ITSs adjust themselves to individual stu-
dent's needs, and should thus contain knowledge on the subject being taught, on the
way of teaching and on techniques of diagnosing students' knowledge. By adjusting
itself to individual students' needs, the learning and teaching process is approaching
the ideal of assigning each student her/his own teacher (1-1 relationship), resulting in
significantly better results with respect to the traditional 1-n educational process. Ac-
cording to Major [12], the adjustment to individual students' needs is performed by an
ITS in the following ways: (i) varying the difficulty level of teaching contents pre-
sented to a student, (ii) adjusting the presentation manner, (iii) providing help to the
student depending on his results and behavior during system use, and (iv) adjusting
the processing order of individual teaching units.

The four main interconnected modules met in the architecture of a typical ITS in-
clude (i) a domain knowledge module with the domain knowledge base, (ii) a teacher
module for guiding the learning and teaching process, (iii) a student module with in-
formation specific for each individual student, and (iv) a suitable user interface mod-
ule supporting interaction among the student, the teacher and the domain knowledge
(31, [13], [14].

The domain knowledge module contains knowledge created by an expert in the
domain. Separating the expert knowledge from the rest of the system is one of the
prerequisites of achieving reuse of that knowledge. Reusing such knowledge is an im-
portant element that lowers costs of developing an ITS.

The student module creates the student's model. The student's model contains data
on the student's knowledge, her/his assumed capabilities, foreknowledge, and behav-
ior while learning as well as the teaching methods that suite the student best. Using
the student's model is necessary in adjusting the system to individual students' needs.
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The teacher module represents the control part of the system since it guides the
learning and teaching process using information gained from the other modules. This
module contains knowledge necessary for making decisions about the teaching strat-
egy: it uses information on the current student's knowledge and, based on comparison
with the expert knowledge, performs the necessary corrections of the teaching proc-
ess. The corrections refer to (i) the method of teaching contents presentation, (ii) the
adjustment to the student's characteristics of the level of difficulty of the teaching con-
tents, as well as (iii) recommending subsequent actions to the student.

The user interface module contains mechanisms used both by the student and the
ITS to intercommunicate, possibly including methods of adjusting the interface to
a student's individual needs. As the student experiences the system exactly through
this module, its implementation quality influences teaching quality. Recording the
student's activity during her/his interaction with the user interface enables inferring
conclusions on interaction styles that suite the student best. Based on these data it is
possible to adapt the user interface to the student.

3 Mobile Intelligent Tutoring

3.1 Agents in Mobile Intelligent Tutoring

Transfer from classical intelligent tutoring to mobile intelligent one can be achieved
by assigning the tasks of classical ITSs to the personal agents. Such a transfer into the
m-learning environment is natural because each module of an ITS can be regarded as
a personal agent. The tasks which the personal agents can take over are enumerated
below, and worked out in some detail in the following:

. taking over the role of a human teacher,

. adapting the user interface to individual user's needs,

enabling cooperative learning,

. enabling competition,

. searching the information space,

help in using virtual reality systems,

. adjusting the system to the device used for accessing the system.

@ o A0 o

3.1.1 Taking over the Role of a Human Teacher

According to King [15] an agent is a computer substitute of a person or a process that
fulfills a specific purpose or activity. This entity is capable of making decisions that
are similar to human ones. The agent has enough insight into personality of the person
it substitutes so it can make decisions on her/his behalf. Following this definition the
agent should be able to adapt itself to different educational situations like a human
teacher.

3.1.2 Adapting the User Interface to Individual User's Needs

The present paradigm of using a computer is based on direct manipulation of the in-
terface elements [16] where a user gives instructions by using the graphical user inter-
face. Adaptation of the user interface on the simplest level enables the user to specify
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different interface parameters based on personal preferences. More complex adapta-
tions call for user interface agents, which are able to learn the user's habits while us-
ing the system and subsequently to suggest automatic completion of recognized action
sequences.

3.1.3 Enabling Cooperative Learning

Cooperative learning is one of the common learning paradigms present e-/m-learning
systems are based upon. The cooperative learning service enables a student-student
interaction aimed at solving a mutual problem. With such learning style, established
groups of users get tasks to be solved by joint work. Agents within systems based on
such a learning paradigm can be used in forming cooperative learning groups. Stu-
dents' personal profiles provide information necessary to establish groups of users
with similar capabilities and interests [17].

3.1.4 Enabling Competition

Competition is an especially important learning component in areas where the stu-
dent, who has completed the learning process, is exposed to competition, e.g. buy-
ing/selling stock shares or carrying out war operations. Competition can be carried out
by placing human participants on rival sides. As such type of competition often shows
a negative influence on the student's independence of the system access time, agents
are usually engaged as rivals to human competitors.

3.1.5 Searching the Information Space

The present information infrastructure enables access to vast volumes of data. M-
learning systems can use these data for teaching a distant student. The systems enable
access to different knowledge sources via a unique user interface (mostly a Web
browser's one). The student having access to different knowledge sources is not
spared the problems that users searching the information space generally face nowa-
days. The user's access to different information sources may be complicated due to
distribution of data and their heterogeneousness or information overload.

It is therefore evident that application of personal agents for searching the informa-
tion space would enable easier performing of complex actions which the user carries
out to obtain the desired results. Having insight into the user's personal profile, the
personal agent can search the information space instead of the user, selecting data it
finds to be of interest to the user.

3.1.6 Help in Using Virtual Reality Systems

Virtual reality (VR) systems use simulations to familiarize students with conditions in
the real environment, where they will work after acquiring required knowledge and
skills. These systems are especially useful in such areas where learning and training in
the real environment is either too expensive or too dangerous. Examples of such areas
are flying an aircraft, mastering of surgical skills or attaining knowledge necessary for
maintenance, surveillance and intervention within expensive technical systems.

In VR based educational systems, students should be provided with a "helper" that
will guide them in using the system. This function can certainly be assigned to an agent,
which should follow the student through the VR space and when necessary suggest
her/him the appropriate activities. Furthermore the agent will be recording the student's



Agents in m-Learning Systems Based on Intelligent Tutoring 583

activities in order to enable the analysis of the student's use of the system. In case the
student uses a networked VR system, her/his agent should be capable of communicating
with other students' agents so as to accomplish possible common tasks.

3.1.7 Adjusting the System to the Device Used for Accessing the System
By using agents it is also possible to achieve adaptation to the device used for access-
ing an m-learning system's resources. Such an adaptation is necessary since all
devices do not have equal capabilities. This primarily means different display capa-
bilities, amount of memory and processing power. The student's personal agent should
adapt content distributed to the student taking all this into consideration. It is also
necessary to take into consideration that the student will not always access the system
by using the same device.

An example of the infrastructure enabling the implementation of the above de-
scribed model is illustrated in the following.

3.2 Example Agent Infrastructure

A candidate agent infrastructure which should support the development of an m-
learning system should obviously comply with quite a number of requirements, but
the paramount one is certainly its conformance to some open standard. The open
source package JADE (Java Agent DEvelopment Framework) is a middleware for de-
velopment and runtime execution of distributed agent-based systems [18], which
complies with FIPA (The Foundation for Intelligent Physical Agents) standardization.

JADE runtime environment instances are containers (since they can contain sev-
eral agents), and a set of all containers forms a platform providing a homogenous
layer above a variety of hardware, operating systems, network types etc. This means
that the agent platform can be distributed across machines which do not even have to
share the same operating system. JADE agents can transparently communicate across
containers and even platforms.

The agent platform dynamically evolves with agents appearing and disappearing
based on needs and requirements of the application. Each agent is a peer capable of
initiating communication, providing services, searching and discovering other agents,
entering and leaving the platform anytime.

In order to properly address the resources of mobile devices, which are limited in
terms of memory and processing power, as well as the characteristics of wireless links
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Fig. 1. JADE-LEAP runtime environment
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such as high latency, low bandwidth and intermittent connectivity, the LEAP (Light-
weight Extensible Agent Platform) add-on was additionally created. It replaces some
parts of the JADE kernel, forming a modified runtime environment called JADE-
LEAP ("JADE powered by LEAP") which enables deployment of agents on light-
weight devices. Figure 1 shows an example of the JADE-LEAP runtime environment.

3.3 Agent-Based Mobile Intelligent Tutoring Model

Most ITSs are designed for use on standard desktop computers or laptops and are not
customized for eminently mobile devices such as mobile phones or PDAs. In develop-
ing a framework for such systems to fit into the mobile environment with maximum
efficiency and minimum effort the main intent is not to reinvent the ITS but rather to
insure the integration of the existing "wireline" and the new wireless (GSM, UMTS,
WLAN, various satellite systems) environment. However, even though an MITS
might seem similar to a conventional ITS, implementation requirements are much
more complex. The mobile computing environment is namely very different with re-
spect to the present traditional (non-mobile, i.e. wireline) distributed systems milieu;
bandwidth, delay, error rate, interference and the like, may change dramatically as a
user moves from one location to another, thus changing the computing environment.
Also, the variety of mobile workstations, handheld devices and smart phones is in-
creasing rapidly as well as the range of their capabilities, spanning from low-
performance mobile phones to high-performance laptops.

(MDITS development represents an expensive process, which envisions the en-
gagement of experts in computer science, teaching methodology as well as domain
knowledge. Decreasing the respective costs can be achieved by insuring (M)ITS in-
teroperability. An agent-based mobile intelligent tutoring model that enables interop-
erability of different (M)ITSs by sharing knowledge in the common information space
is presented as follows.

Mobile intelligent tutoring is in this model performed by using knowledge in a
common information space. The common information space is shared by classical
ITSs as well as users’ personal agents that take over the ITS's tasks (see Figure 2).

First of all, let us note that sharing knowledge in the common information space
may be complicated due to the fact that different systems differently display and store
knowledge. Furthermore, different systems use (i) different terminology for the same
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Fig. 2. Agent-based mobile intelligent tutoring model
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domain knowledge elements, (ii) the same terminology for different elements, (iii)
different ways of connecting these elements as well as (iv) different inference rules on
the elements. The common solution to this problem is the use of ontologies, which de-
fine domain concepts and their attributes, relationships between these concepts as
well as inference rules within the domain [19].

The common information space should include three types of ontologies, which are
to enable publishing along with sharing knowledge, users' profiles as well as data
within (M)ITSs.: (i) knowledge ontologies, (ii) user ontologies and (iii) (M)ITS on-
tologies. (M)ITSs access these ontologies in the common information space by using
adequate Web services (e.g. [20]).

A mobile intelligent tutoring agent (MITA) takes over the tasks of classical ITSs in
the new environment, see Figure 3. Therefore it should contain knowledge on the sub-
ject being taught, on the person being taught and on the way of teaching. However,
MITA should additionally contain knowledge on capabilities of available terminal
devices in order to adjust domain knowledge presentation styles to capabilities of the
particular device used for accessing the system. Furthermore the agent should contain
knowledge on available networks and their characteristics so it can adjust itself to
possible changes in the environment. MITA enables communication among currently
active users as well as connecting users with similar interests. This functionality is
supported by sharing users' personal profiles within the common information space.
MITA also enables testing of mobile users. While performing these tasks the agent is
adjusting itself to users' capabilities, terminal devices and networks.

Such an approach to MITS development has the following advantages compared to
MITS development from scratch: (i) teaching contents are being used, which pertain
to classical ITSs, thus lowering costs of developing MITSs, (ii) by using MITSs clas-
sical ITS users can actually learn anyplace and anytime, and (iii) the group of poten-
tial intelligent tutoring users is expanding.

Knowledge Actions
Diesmeain knowledge Damaln kmawledge pressntation
Knowledge on teaching methads Testing wser
Knowledge an users Audaptation fo usar
Knowledge on terminal devices Adaptation to terminal davice
KEnowledga an nafwarks Adaptation to network
AEoaas to comman information apace
Hates Communication with other MITAs (sharing users”
Usaors states profiles and enabling communication amaong users)
Terminal devices slales
Enviranmant states
Metworks states Meobile Intelligent Tutoring Agent (MITA]

Fig. 3. Mobile intelligent tutoring agent structure

4 Conclusion

M-learning is getting a lot of attention these days as the next kind of learning. We live
in an information era where people constantly demand fast and reliable ways of ac-
cessing any kind of information, and expect to get this information anytime and any-
where, by using their computers, laptops, mobile phones or whatever technology they
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have at hand. However, the m-learning environment represents a challenge for appli-
cation developers. Firstly, a user can have more networks available at a time, each one
with its own characteristics regarding bandwidth, delay, error rate, interference and so
on. Secondly, the user can access information by using various mobile or stationary
devices, with different processing power, amount of memory and display qualities. A
promising approach to solving the above mentioned problems is the use of agent-
based technology. Agents' characteristics such as autonomy, learning capabilities,
proactiveness and social skills enable adaptation of m-learning systems to the mobile
environment.

This paper presents an agent-based mobile intelligent tutoring model that is being
currently developed. The proposed model simplifies development of MITSs by reus-
ing knowledge within classical ITSs. The tasks of classical ITSs are taken over by
agents, taking into consideration the specifics of the m-learning environment. The
agents perform adaptation of the system to the network used for accessing the system
as well as the terminal device.
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