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Abstract. With the rapid advancement in laser technology, computer vision, and 
embedded computing, the application of laser scanning to the digitization of three 
dimensional physical realities has become increasingly widespread. In this paper, 
we focus on research results embodied in a 3D human body color digitization 
system developed at Tianjin University, and in collaboration with the Hong Kong 
University of Science and Technology. In digital human modeling, the first step 
involves the acquisition of the 3D human body data. We have over the years 
developed laser scanning technological know-how from first principles to sup-
port our research activities on building the first 3D digital human database for 
ethnic Chinese. The disadvantage of the conventional laser scanning is that sur-
face color information is not contained in the point cloud data. By adding color 
imaging sensors to the developed multi-axis laser scanner, both the 3D human 
body coordinate data and the body surface color mapping are acquired. Our latest 
development is focused on skeleton extraction which is the key step towards 
human body animation, and applications to dynamic anthropometry. For dy-
namic anthropometric measurements, we first use an animation algorithm to 
adjust the 3D digital human to the required standard posture for measurement, 
and then fix the feature points and feature planes based on human body geometric 
characteristics. Utilizing the feature points, feature planes, and the extracted 
human body skeleton, we have measured 40 key sizes for the stand posture, and 
the squat posture. These experimental results will be given, and the factors that 
affect the measurement precision are analyzed through qualitative and quantita-
tive analyses. 

1   Introduction 

Three dimensional (3D) digitization encompasses the applications of 3D information 
extraction methods to extract the 3D surface data of an object, real time 3D data 
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pre-processing and generation of visual 3D computer graphic models of the object. The 
3D information extraction methods are subdivided into two classes: contact and 
non-contact. A typical representative of the contact type is the coordinate measurement 
machine (CMM) [1] whose precision can be of microns, however the measurement 
speed is rather slow and furthermore inapplicable to soft objects. Non-contact methods 
primarily apply optical techniques which can be further subdivided into passive and 
active types. Passive optical measurement methods include monocular imaging and 
binocular stereo imaging approaches [2]. Active optical measurement methods include: 
(1) phase measurement approaches such as phase  profilometry [3], Moire contouring 
[4], color-coded projection grating method [5] whose main advantage is fast extraction 
speed, but suffer from lower resolution, and greater limitation of the measurement 
volume by the optical aperture; (2) laser ranging techniques which are based on the 
principle of direct measurement of the time of flight difference between a target optical 
beam and a reference beam, and its conversion into distance which yields resolution 
typically about 1 mm [6]; (3) laser scanning measurement techniques which employ 
structured laser light source to illuminate the target objects and detect the reflected light 
distorted by the object’s surface with CCD arrays, triangulation principle is applied to 
determine the 3D point locations in a reference coordinate system. Different methods 
have been developed depending on the types of structured laser light sources: point 
source structured light method [7], line source structured light method [8], and double 
line source structured light method [9]. Optical methods are widely use in many areas 
due to their inherit advantages of allowing non-contact, high resolution, and high speed 
measurements. In particular, structured light triangulated measurement based 3D color 
digitalization has become widely adopted, The approach taken by Yu [10] and the work 
at HKUST [11] both assume the target object which is a human body is stationary, and 
the structured laser line and sensing CCD arrays move vertically to obtain the 3D point 
cloud data of the human; color information however was not collected. Xu [12] de-
veloped 3D color measurement modeling method from monochrome 3D measurement 
theory, and applied to obtain 3D color information for small size objects. Hu [13] 
utilized color CCD arrays and structured laser line source, and with a constant speed 
turning platform and high speed optoelectronic shutters, obtained the target object’s 3D 
point cloud and the corresponding color information. Pulli [14] deployed four NTSC 
format color CCD cameras and a white light projector affixed to a turning platform to 
form a scanning system. 

This paper is divided into two halves: the first half introduces a color 3D human 
digitalization system which is based on the use of structured laser line source and 
multi-axis synchronized scanning. Basic principle of operation of the system will be 
given, with more in depth discussions on the method used for the calibration of the 3D 
sensors and color sensors. The second half covers the human surface mesh modelling 
and processing aspects, which includes skeleton extraction algorithms based on radial 
basis functions and steepest descent, and an animation computation algorithm which is 
based an improved skinning method. Finally, the developed animation algorithm is 
applied to human body size measurements for anthropometry and garment design. 
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2   Color 3D Human Digitization System Design 

2.1   System Structure 

After a thorough examination of the advantages and disadvantages of different ap-
proaches in laser scanning based 3D color digitalization, we present in this paper an 
approach which exploits independent yet correlated 3D sensor and color sensor de-
velopment in order to improve the system flexibility. The system is pictorially repre-
sented in Figure 1. The laser scanning support structure is consists of a rectangular base 
on which four vertical columns are attached; on each of the vertical columns, a 3D 
sensor is mounted. Interleaving with the 3D sensor columns are four additional vertical 
supports on which four color sensors are mounted. The maximum volume covered in 
one complete scan is cylindrical: 1000mm diameter × 2000 in height. On the surface of 
a cylinder whose center is at the center of the rectangular loading base and at a radius of 
500mm, the typical resolution is 1mm in the horizontal direction, 2mm in the vertical 
direction. One complete scan takes 16.7 seconds at a vertical spacing of 2mm.  

The 3D sensor applies the principle of triangulation and utilizes a laser line struc-
tured light source. In order to minimize the obstruction of light by the target object, a 
dual CCD camera structure is employed to receive the reflected light beam which is 
modulated by the target object being measured. The single axis 3D sensor structure is 
schematically represented as Figure 2. On the vertical column, a mechanical translation 
platform which is constructed from the combination of a servo motor drive and a 
ball screw and slide is responsible for moving the sensor in the up down direction. On 
the moving platform, two gray scale CCD cameras are mounted at identical inclined 
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Fig. 1. 3D Laser Scanner based Color Digitalization 
System Schematic Diagram: 1. 3D Sensors 2. Color 
CCD Camera 3. 3D Camera Support 4. Load target 
platform. 

Fig. 2. Single axis 3D Sensor sche-
matic diagram: 1 Gray Scale CCD 
Camera  2 Laser Line source 3 Ser-
vomotor  4  Ball Screw 5 Support 
Column 6 Sensor base 
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angles and equal distance from the centrally mounted laser line source. The key issue in 
this 3D color scanning system is calibration.  

2.2   3D Sensor Calibration 

The calibration of the 3D sensor is basically the calibration of the gray scale cameras. 
Yuan [15] applied a perspective transformation matrix method to calibrate the cameras, 
however he ignored nonlinear effects such as lens distortions. Although this method 
attains faster calibration speed, accuracy is lower. Faig [16] applied nonlinear optimi-
zation method, which took into account a variety of parameters to calibrate the camera 
system, and achieved higher accuracy, however the calibration outcome depends on the 
choice of initial values, making the calibration process rather unreliable. Reimar and 
Roger [17] combined the perspective transformation matrix approach with nonlinear 
optimization to perform calibration, although it can achieve high accuracy, this method 
requires solving for system parameters from nonlinear equations, it is also very time 
consuming. For comprise between speed and accuracy, we propose an approach which 
is based on linearized transformation matrix for partitioned regions to calibrate our 3D 
sensors. 

Using a perspective transformation model, a point in space P(Xw,Yw,Zw) a mapped 
onto the corresponding point Pf(Xf,Yf) on the pixel map through rotation and resizing 
transformations. Since Zw within the same light band of an object is identical, this re-
lationship can be represented using the following matrix equation: 
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(1) 

The purpose of calibration is to determine the values of the elements in the matrix M 
so that the correspondence between the point (Xf,Yf) and (Xw,Yw) can be defined. If we let 
m33 = 1, then theoretically, taking four calibration point pairs will be sufficient to deter-
mine the remaining eight 
unknown matrix coeffi-
cients. However, in order to 
obtain better accuracies, we 
sample more calibration 
point pairs. After we 
compute the matrix M, the 
3D coordinates of the cor-
responding points on the 
object can be determined 
from the pixel map.  

In order to use linear transformation method while taking in account of lens distor-
tion and other nonlineareffects, we adopt a partitioned region approachas indicated in 
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Figure 3 where points on the light stripe plane and the corresponding pixels on the 
imaging plane are subdivided into different zones. For each of the different zones, a 
matrix M as given by (1) is derived; yielding a number of different calibration matrix 
Mi, i=1, 2, …, N. In general, N=6 is sufficient.  

2.3   Color Sensor Calibration 

Color sensor captures 2D color images of the different side views of an object. Infor-
mation of each pixel can be represented by a set of five variables (Xf,Yf,R,G,B). 
Therefore the calibration of a color sensor is the determination of the projective rela-
tionship between a spatial point with color information (Xw,Yw,Zw,R,G,B) and a point 
(Xf,Yf,R,G,B) on the color bitmap; and the imposition of the color value of the point on 
the bitmap on the corresponding point on the object. Although it is possible to use 
methods based on linearization with respect to partitioned regions to calibrate color 
sensors, however, due to the many-to-one mapping between the spatial point and the 
corresponding color bitmap pixel, a color sensor calibration method which is based on 
NP neural network is adopted. 

A three layer BP neural network structure is utilized. There are three neurons at the 
input layer corresponding to the object’s three spatial coordinates Xw, Yw and Zw . The 
output layer has two neurons which correspond to the color bitmap’s pixel coordinates 
Xf and Yf . According to the Kolmogorov theorem, only one hidden layer is needed. 
Thus there are a total of 2 × 3 + 1 = 7 neurons.  

The calibration of color sensor is realized by a recursive learning process through 
which the weighting coefficients with respect to the neurons are determined. The 
learning process of a BP neural network is divided into one in the forward propagation 
path, and another one in the reverse propagation path. In the forward path, using the 
object’s coordinates, the corresponding pixel coordinate estimates are computed; the 
coordinate deviations are also computed by comparing with the true pixel coordinates. 
In the reverse path, the coordinate deviations are propagated toward the input nodes, 
with the weighting parameters of the neurons updated as well. This process is repeated 
until the deviations are reduced below certain threshold value; and a set of BP neural 
network weighting parameters reaches their final values.  

Figure 4(a) is an image showing the light strip bitmap of a mannequin’s head sam-
pled by a gray scale CCD camera. Figure 4(b) is the point cloud image of the same 
mannequin’s head constructed by processing the light strip bitmap image with the 3D 
sensor calibration matrix M. There are a total of 35629 points in the point cloud data. 
Figure 4(c) depicts the color bitmap image of the mannequin’s head captured by one of 
the color CCD camera; and Figure 4(d) is a 3D point cloud image embedded with strip 
color information which is derived from computing the estimated spatial coordinates 
using the converged BP neural network weighting parameters as gain values and the 
point cloud 3D coordinates as inputs. As shown, our system provides fairly accurate 3D 
color information. 
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3   Digital Human Animation 

Digital human animation is one of the most difficult and challenging topics in 3D 
animation. Research approaches can be divided into three categories: surface based 
method, volume based method and layer based method. Surface based method can be 
further subdivided into rigid model animation [18], deformation function representa-
tion [19], contour based deformation [20] skinning method [21] and sample based 
animation [22]. Volume based method mainly includes implicit surface method [23] 
and skeleton driven volumetric data method [24]. In layer based animation, the human 
body is decomposed into a skeleton layer, a muscle layer, a fat layer and a skin layer; 
independent model at each of the layer is constructed, and the ultimate skin deforma-
tion is realized by transferring the modeling characteristics from the most inner to the 
most outer layer [25]. Among the volume based methods, the implicit surface method 
can easily create digital human with nice shapes, while the volumetric data model is 
best suited to drive digital human model that is already represented by volumetric data. 
Since the volumetric data method generally utilizes a large number of data points, it is 
also the slowest among all the methods. Although layer based animation generally 
produces vivid and realistic animation, the model construction process is extremely 
complex. At present, the most commonly applied algorithms in digital human anima-
tion for skin deformation are those provided by the surface based method, and in par-
ticular, skinning method. The main drawback of this method is the need for user’s 
manual interaction. Regardless of the approach to be adopted for digital human ani-
mation, the first task is to extract the 3D model’s skeleton. 

3.1   Extraction of Skelton of Digital Human 

Interpolating an excessive number of mesh vertices to create an implicit surface  
representation of a 3D digital human is a very time consuming process; it is also un-
realizable with ordinary computing machine. Although excessive mesh vertices and 
surface microstructures will create a large number of micro-segments in the resulting 
3D skeleton which is beneficial to feature tracking and surface reconstruction, there is 
no intrinsic value to path planning and animation design. Therefore, before creating 
digital human’s implicit representation, we apply the method proposed in [25] to sim-
plify the mesh. In general, this approach can reduce the number of triangular mesh 
facets to 1% of the total mesh facets generated by the original mesh.  

Fig. 4. (a) 
Light strip bitmap 

Fig. 4. (b)
3D point cloud 

Fig. 4. (c)
Color bitmap 

Fig. 4. (d) 
Color point cloud 
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We apply the algorithm proposed by Ma [27] to extract the 3D skeleton from the 
simplified digital human mesh model. In the process of mesh simplification and skele-
ton extraction, each initial vertex’s corresponding vertex in the simplified model, and 
each simplified model’s vertex corresponding point in skeleton are recorded. Thus, to 
each initial vertex there is a corresponding skeleton point. This relationship is a 
many-to-one mapping. By taking this additional step, the process of binding the surface 
vertices to the corresponding skeleton points is simplified, and therefore the required 
computation time is reduced. 

Fig. 5(a) shows the digital human’s surface mesh model reconstructed from the 
contour data of a human body which is produced by the 3D laser scanning system in-
troduced in Section 2. Fig. 5(b) depicts the resulting simplified model which contains 
about 1 % of the initial model’s triangular mesh facets. Since the initial mesh model 
contains an excessive number of vertices and triangular mesh facets, simplification to 
only 1% of the original model leads to insignificant reduction in the digital human’s 
fidelity. Fig. 5(c) and (d) are two different views of the resulting 3D skeleton extracted 
from the simplified model shown in Fig. 5(b). 

(d)(a) (b) (c) (e)  

Fig. 5. Surface mesh model and the extracted 3D skeleton of a digital human 

3.2   An Improved Skinning Method for Digital Human Animation 

We introduce and apply an improved “skinning” method to realize digital human 
animation. In order to reduce the localized collapse and “candy wrapper” phenomena, 
the following three modifications are implemented: 

(1) Extra joints on the 3D skeleton are added to minimize the distance between adjacent 
joints. Fig. 5(e) shows the resulting skeleton with extra equidistantly located joints 
added. 
(2) A vertex on the surface is bound to multiple skeleton joints using the following 
equation: 
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where tj is the transformation matrix of the jth skeleton joint, Ti is the transformation 
matrix of the surface vertex i, dj,i is the distance between vertex i and joint j, D is total 
distance, and n is the number of joints that corresponds to vertex I; typically n=3. We 
first locate the joint j which has the minimal distance to surface vertex i; and then the 
surface vertex i is bound to the joint j and its adjacent joints j-1, j+1 by applying  
the transformation given by (2). Fig. 6 illustrates the idea where the black dot represents 
the surface vertex and the white circles are the skeleton joints. 

 

 

 

 

 

 

 

(3) Apply a compound joint technique to human body joints, such as the knee joint. 
Fig. 7 illustrates the kickback of the calf at an angle ofα where the black dot denotes 
the knee joint location. Fig. 7(a) illustrates the case when all the joints below the knee 
joint are bent at an angle of α . In Fig. 7(b), two joints immediately above and below 
the knee joint are bent progressively with each of the joint bending at an angle of 

/ 4α . This modification can effectively prevent the localized collapse and “candy 
wrapper” phenomena to occur. Since the distance between any two adjacent joints is 
very small, the compound joint technique produces minimal negative effects to overall 
fidelity. 

(b)(a) (c) (d) (e) (f)
 

Fig. 8. A sequence of digital human re-posturing 

Fig. 8 shows a sequence of digital human configurations where the legs are moved to 
present different postures. Fig. 8(a) is the digital human model in the initial stance;  
Fig. 8(b) indicates the posture after the feet move closer, showing a posture roughly at 
attention. Fig. 8(c) and (d) give two opposite views of a posture with the left leg raised 
to a level position. The posture showed in Fig. 8(e) result from raising both legs to level 
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positions, and finally Fig. 8(f) records the dropping of the right calf to a down right 
position from the posture given in (e). 

4   Applications to Anthropometry 

The development on digital human modeling as reported in the previous sections has 
been applied to obtain key human body measurements for anthropometry applications. 
Due to page limitation, details are omitted herein. We shall provide these results at the 
paper presentation in the conference. 

5   Conclusions 

In this paper we described the design of a color 3D human digitalization system, and 
elaborated on a 3D sensor calibration method based on linearized partitioned regions, 
and a color sensor calibration method based on BP neural network learning. This sys-
tem has been demonstrated to acquire both 3D point cloud data and simultaneously the 
corresponding color information for large 3D objects such as the human body. The 
subsequently generated surface mesh model is further simplified to improve the speed 
of skeleton extraction. An improved “skinning” method with three new modifications 
has also been developed to improve the quality of digital human animation. These new 
developments have also been applied to obtain key human body measurements for 
anthropometry applications. 
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