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Abstract. Social network structures map network links to semantic relations be-
tween participants in order to assist in efficient resource discoverynéomina-

tion exchange. In this work, we propose a scheme that automates tesgro
of creating schema synopses from semantic clusters of peers whichaow
tonomous relational databases. The resulting mediated schemas csedbasu
global interfaces for relevant queries. As our experimental evah&sibow, this
method increases both the quality and the quantity of the retrieved answeers a
allows for faster discovery of semantic groups by joining peers.

1 Introduction

In the variety of P2P applications that have been proposedr Pata Management
Systems (PDMSs) (e.g., [6, 19]) hold a leading role in sttagamantically rich in-
formation. In a PDMS, each peer is an autonomous source #satHocal schema.
Sources store and manage their data locally, revealingop#éneir schemas to the rest
of the peers. Due to the lack of global schema, they expressaswer queries based
on their local schema. Peers also perform local coordinatith their acquaintees
i.e., their one-hop neighbors in the overlay. During theuadgtance procedure, the two
peers exchange information about their local schemas aadecmediating mappings
semi-automatically [9]. The establishment of an acquaiteamplies an agreement for
the performance of data coordination between the acqusritased on the respective
schema mapping. However, peers do not have to conform toiadykdata or schema
transformation to establish acquaintances with otherspaed participate in the sys-
tem. The common procedure for query processing in such arayistthe propagation
of the query on paths of bounded depth in the overlay. At eaating step, the query is
rewritten to the schema of its new host based on the respemtiyuaintance mappings.
A query may have to be rewritten several times from peer to piéé reaches nodes
that are able to answer it sufficiently in terms of quality &lsb quantity.

In such systems, in order to enable efficient data sharingdwmst heterogeneous
sources, the properties sbcial networkg21] are usually applied: Just as humans di-
rect their queries either to personal acquaintances or &timvledgeable individuals,
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SDavlsDB :
Visits(Pid, Date, Did)
Disease (Did, DisDescr, Symptom)
Treatment (Did, Drug, Dosology)

(P2P Layer )

DavisDB

SluartDB: . . .
Treatment(Pid, Did, Date, Symptom, TreatDescr, DisDescr)
SLuDB :

Sickness(Did, AvgFever, Drug)

5 P2P Layer)

Patients(Insurance#, Did, Age, Ache)

StuartDB

i@

Fig.1. Query directed to- Fig.2. Part of a P2P system with peer-databases from
wards a group schema the health environment

peers try to identify other participants in the overlay wiititerests that match theirs.
Similar to human social networks, social networking sexgisuch as MySpace [15],
Orkut [17], etc, form virtual communities, with each paigignt setting her own char-
acteristics and interests. Their goal is to allow membefeitim relationships through
communication with other members and sharing of commondats. Extending this
paradigm, computing social networks consist of a mesh ef@oinnected nodes (peers).
Initially, each of the nodes is connected to a random suldgeters. Gradually, nodes
get acquainted with each other, with the new connectiorisatidg semantic proximity.
Although not explicitly stated, there has been consideraldrk to apply the principle
of semantic grouping and routing in order to improve perfance in distributed sys-
tems (e.g., [1,2, 10,16, 18], etc).

Assuming a social network organization in a PDMS, an interggjuestion is how
to automatically create a synopsis of the common interdsisgooup of semantically
related nodes. This will be a mediating schema represeatatithe group along with
its mappings with the local databases. Queries can then fressed on this medi-
ated schema (see Figure 1). This functionality is desirfslenultiple reasons: First, it
allows queries to be directed to a single, authoritativeswn Second, it actively expe-
dites the acquaintance between semantically related.g&egdly, it minimizes human
involvement in the process of creating/updating the gratheema. Until now, nodes
have been organized by means of a human-guided procesd\{usuane or more ad-
ministrators and application experts) into groups of pdwasstore semantically related
data. The administrator, using schema matching tools alsaselomain knowledge,
initiates and maintains these synopses. This approaclresquanual work, extensive
peer coordination and repetition of this process each tiragtoup changes.

As a motivating example, envision a P2P system where th&cipating peers are
databases of private doctors of various specialties, dstgnlaboratories and databases
of hospitals. Figure 2 depicts a small part of this systenenelthe peer databases (or
else, pDBMSSs) are: DavisDB - the database of the privateod@ut Davis, LUDB - the
database of pediatrist Dr Lu and StuartDB - the databaseegfttarmacist, Mr Stuart.
A P2P layer, responsible for all data exchange of a peer wsthdquaintees, sits on
top of each database. Among others, the P2P layer is re§peiisi the creation and



maintenance of mappings of local schemas during the estmidint of acquaintances
towards the line of [9]. Moreover, each peer owns a queryitigrand a query-schema
matching mechanism. The schemas of the databases are shBwuiie 2.

We would like to automatically produce a merged schema fdhede peers of our
example, semantically relevant to their local schemash @unerged schema could be
the following:

Disease/Sickness(DitbisDescr, Symptom, Drug)

Visits/Patients(Pid/InsuranceBid, Date Age, Ache)

Treatment(DidDrug, Dosology)

Obviously, in the merged schema we would like alternativees for relations or at-
tributes (separated by ‘/" above). We would also like the gedrschema to contain
relations or attributes according to their frequency ingbeof local schemas. For ex-
ample, the attribut®atientsAvgFeveris not present, possibly because the respective
concept is not considered to be frequent in the set of lod¢ersas.

In this paper, we describe a mechanism that operates on ax8eatlg clustered
PDMS and automatically creates relational schemas thategresentative of the ex-
isting clusters. Given the semantic neighborhoods, ouesysgan initiate the creation
of a mediating schems; that summarizes the semantics of the participating da¢abas
schemas. It is created by the gradual merging of peer schalowg the path followed
by the process. We cailhterestor semantic groupshe semantic clusters that exist in
social networks operating on PDMSs; moreover, we gadup schemahe inferred
schema of the grougsg. Sg holds mappings with each of the peers involved in its cre-
ation and functions as a point of contact for all incomingrigse whether from inside
or outside the semantic neighborhood. Thus, requestentarfriation need only main-
tain mappings and evaluate queries against one schemeadnst multiple ones. Our
experimental evaluation shows that our group creationgg®icreases both the accu-
racy and the number of answers compared to individually ggafing and answering
queries in an unstructured PDMS.

2 Interest Group Creation

Our goal in creating a group schema is to represent the send@msters in a social
network using a distributed process that iteratively metgeal schemas into the final
group schema that preserves their most frequent semantics.

In the following, we assume a PDMS with a social-network aigation of peers,
i.e., semantically relevant pDBMSs are acquainted or cloghe overlay. This can
be achieved either manually or using one of the proposeceehiée.g., [12, 16]). Fi-
nally, we also assume that peer mappings between acquaarteeef the widely-known
GAV/LAV/IGLAV form [6, 13] and peer schemas are relationale(, the only internal
mappings are foreign key constraints). Moreover, peersoicarry semantic informa-
tion about their schemas and mappings.

2.1 Group Inference

In this section, we describe the process through which apgsobema emerges from a
set of clustered nodes in our system. The group-creaticreptge (or groumferencég
comprises the following steps:
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— Initialization: Who and when initiates the group schemareifiee
— Propagation: How does the process advance among peerssatieegroup
— Termination and Refinement: When is the process over/ragtbra

Initialization: The nature of our application requires that the group imfegeis
performed in a distributed manner, without global coortiora Peers should be able to
start the process that creates the respective schema witiham message exchange.
In our system, each member of the social group is eligibleit@te the inference pro-
cess. Nevertheless, such groups may consist of numeraigEnts resulting in very
frequent collisions among competing initiators. Hence only allow activemembers
to become the initiators of the process. This is enforced bystem-wide parameter
that defines the minimum number of queries posed in the moshtéime frame. Intu-
itively, more active peers have a better knowledge of theasnetwork and the schemas
of the other participants through the answers they receive.

The initiator’'s local schema becomes a point-of-referemgarding the inferred
one. Thus, the peer schemas considered for the formatidrearoup schema should
not differ semantically a lot from the schema of the initrat®pecifically, we require
that the participating local schemas should be at keshilar to the initiator's schema:
t is a parameter that mainly determines how specialized (p®éys very similar to the
initiator considered) or general (a broad collection ofrpgarticipate in the process)
the inferred schema will be. The initiator peer is calleddhiginator of the group, its
schema is therigin of the group schema and the maximum similarity distance &etw
the origin and the peer schemas that participate in the ggobpma inference is the
semantic radiu®f the group. The following function calculates tbieectedsemantic
similarity, SS of two relational schemas:

%i3jwijMapped (SR;)
SIST) = o5l smsm

In the above function$is the source schema afdis the target schem&Scal-
culates the portion o8s attributes SR that are mapped of, with the indicesi, j
referring to thejt" attribute of the" relation. Also,wij > 1 for attributes that belong
to relation keys andvi; = 1 otherwise. Obvioushy$SS T) # SST,S) in general.SS
achieves to measure semantic similarity because it takesamsideration the mapping
of conceptdeyond their structural interpretations on the schema.leveur setting we
define a distinct concept of a sche®# be each elemeR A, whereA is an attribute
of relationR of schem&S®. Moreover, sinc&Signores the schema structure, it is very
easily calculated.

Propagation: The initiator| (with schemaS) of the inference process initializes
the group schema to its own and creates a s8iEft) with its acquaintees that are
part of the cluster. SpecificallgT(l) = {A1,A2,...,An} is an ordered set of elements
Aj = {Pj,S8S,S,)}, wherePj is a peer with schem&,. ElementsA; refer to the
I's most similar acquainteeSSS,S;) > t, j=1,..,mandSSS, ) > S8S, S, ,),

j =1,..,m—1. The initiator propagates the inference procedure to tkeffeer on the
stack. The latter is supposed to merge its own schema witlgringp schema it re-
ceives according to the merging procedure described ingbios 2.2. Every peeP

1 For more details on concepts, see [12]
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on the network path of the inference process determinesgsainteed; for which
S8S,S) > t, adds the respective pafj, SSS,S,), to ST(I) and orders it. Any
peerP on the inference process path calcule®&sS ,S:j) indirectly, as the product:
SSS,S)- 85{337331), where$; is the part ofS> mapped or§ . EssentiallySSS,Sp)
aims to measure how much of the semantic§ afan be found on schen, indepen-
dently of other semantics that the latter captures. Thewalyto measure this (without
automatic matching) is through the chain of mapping§ @l the way toSs. Thus, the
value ofS§S,S) depends on the path followed by the inference process alsddai
consider concepts that exist both§hand Sp but not in the schemas of intermediate
nodes.

In order for this formula to produce a satisfactory restig existing clustering in
the social network should assure that the similarity betwleeal schemas decreases
with the hop-distance of the respective peers in the oveflagrefore, schemas that are
considered later in the process will have lower similarftgrt previously considered
ones. Moreover, if a ped? already inST(l) is considered for addition, the entry with
the highes8S3S, S) value is kept.

Even though the participation or not of peers in the infeegmocess is judged by a
part of their schemas, their whole schema contributes tmfeered group schema (see
subsection 2.2). Intuitively, the goal of the inferenceqarss is to produce a schema that
represents semantics encapsulated in the cluster. In rdetermine the cluster’s se-
mantic borders we use the semantics of the initiator aseeéer. This way, the process
is safe from producing a schema too broad or distorted frenmtierests of the initiator.

Termination: As aforementioned, the group inference procedure ends wWieen
stack of participating peers becomes empty. However, imt@aoy peers own schemas
very similar to the originator’s schema or the similaritygbholdt is too small (i.e., the
semantic radius of the inferred group is big), then it mayHeedase that the stack is
provided at each step with a lot of new entries. Thus, therémfee procedure is pro-
longed taking into account a big number of peers. After aaterumber of iterations,
there is usually no point of considering more peer schemd#seiimference procedure,
because they do not alter the schema significantly. In o@expedite the inference
process and reduce the exchanged messages, we add a lingtriieakimum number
of encountered peer schemdsaxP, as a termination conditioiMaxPis not a TTL
condition, since successive hops are not always on the sathgMaxP refers to the
total number of participating peers and not just the peersnanpath.

2.2 Schema Merging Algorithm

The goal of the merging procedure is to produce a schemadpeagsents the semantics
of the majority of the peers that belong to the respectiveteluThis is achieved gradu-
ally by merging the schemas of peers on consecutive stepe @fath that the merging
procedure follows. We need a merging procedure that presehe most popular con-
cepts of the respective peer schemas and produces a schaesergative of almost
all the source schemas. Thus, we require a merging procéuatrperforms high com-
pression before throwing away schema elements (i.e.jortabr attributes). Finally,
we require that merging is only based on available inforamatin the peers, i.e., it
solely exploits the peer schemas and the peer mappings.r&agping is considered
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to be a set of 1-1 correspondences between attributes tlthivith an optional set of

value and join constraints on some attributes (see [12]dtails).
The schema merging procedure is designed with respect foltbeing dictations:

D1 Fewer relations with more attributes are preferred toenmretations with fewer
attributes

D2 The semantic relevance of two relations is proportioméhe number of correspon-
dences between their sets of attributes

D3 If the keys of two relations are mapped thoroughly, botatiens are considered to
be projections of the same relation with the same key

D4 The key of a merged relation consists of the keys of botticeis that are merged

D5 If two attributes are merged and at least one of them is atkey the merged
attribute is part of the key of the merged relation

D6 Correspondences that involve the same attribute imglyah involved attributes
are semantically equivalent

D7 Correspondences that are based on any value constranterssidered valid only
under certain conditions and never produce merged atsbut

D8 There are two pre-specified constants that represent éx@mam number of re-
lations that the schema of the interest group is allowed e laad the maximum
number of attributes per relation

Briefly, the schema merging procedure produces the intgreap schema but also
a set of internal mappings and a dictionary. The internalpitegs are the peer map-
pings that were not consumed in the successive schema métgee hold additional
syntactic and implicit semantic information for the groghema elements; thus, they
can be very helpful to peers that would like to join the groungd areate mappings to
their local schema. Moreover, this set of mappings inclualkemappings with value
constraints met during the merging procedure. Such mappiagnot be consumed:
the involved relations/attributes cannot be merged, siheg are mapped under cer-
tain conditions (the value constraints). Furthermore nieeged schema has alternative
keywords for the same element that result from the mergegmgorrespondences.
These alternatives are entered in the dictionary that apaaras the group schema. The
dictionary is then used to identify semantic similarityJyseén a group and a new node
and also assist in the creation of mappings if so desired.

The algorithm first merges relations that share the samerke:yheen those that do
not. In the latter case, priority is given to relations thiaare most of their attributes.
Additional criteria in order to break ties can be based onthdrethe corresponding
attributes are parts of the relation keys, or whether unmadjyttributes are parts of the
relation keys. Nevertheless, refining the algorithm baseddulitional criteria is future
work. At the end of the schema merging procedure, i.e., whealavant peer schemas
have been merged, relations and relation attributes that heen rarely met during
the procedure can be dropped. In order to do this, we needep &eounter for each
of them during the merging. For a thorough analysis and ptaten of the merging
algorithm the reader is referred to [11]. We present a simpeging example.

Example: Assume the pDBMSs of the motivating example in Section 1.sdhemas
of DavisDB and LuDB are presented in Figure 2; assume thatléit@bases have the
following mapping:
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Fig. 4. Relations Disease and Sickness of Figure 3 are merged

M1, upB_DavisDB:
Di sease (Did, _,, Synmptom), Treatrment (Did, Drug, .):-
Si ckness(Di d, AvgFever, Drug),
where the correspondences Symptom = AvgFever and Diseam&reSs are implied
and "’ is introduced for attributes that are not needed.

As shown in Figure 3, there are three correspondences thahaapsulated in map-
ping M1. We assume that the peer of Dr Davis initializes the scheergen Thus, the
group schem&g is initialized to Spavisps First, all relations ofS pg are added to
Sc. RelationsDiseaseand Sicknessare merged in one (Figure 4), since they share
the same key; thus, attributéymptomand AvgFeverare merged. The correspon-
denceDiseas¢Sicknes®rug = TreatmeniDrug is kept as an internal one. Also, the
dictionary D is enriched with correspondencBiésease= Sicknessand Symptom=
AvgFeveractually the schema keeps one name for each relation imaétfrom the al-
ternative ones. At the end of the schema merging procedupgepose that the schema
keeps for relation and attribute names the most common ore@siptered during the
procedure. RelatiorBiseas¢SicknessndTreatmengre merged (Figure 5), since they
are the only ones related with a mapping. Now there is onibatitr named ‘Drug’ and
it is part of the relation key, even though just one of theilaites that where merged
was a key. Additional iterations can merge relations basefbeign key constraints,
since no other internal mappings exist.

3 Performance Evaluation

To evaluate the performance of the proposed group inferenoeedure, we use a
message-level simulator that implements it over an untred overlay of semanti-
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Fig. 5. Relations Disease/Sickness and Treatment of Figure 4 angeche

cally clustered nodes. The clustering is performed usiedatouPeersystem [12]. In
GrouPeer, peers decide to add new (and abolish old) onegighbors in the overlay
(acquaintees) according to the accuracy of the answerséelcejve from remote peers.
This is measured using a function that tries to capture theeéc similarity between
rewritten versions of a query. Specifically, requestees, (peers that pose queries) accu-
mulate correct and erroneous mappings with remote peensghra learning procedure.
Based on these mappings, they decide to become acquairttegeers that store in-
formation similar to their interests. The result is an dffecsemantic clustering of the
overlay, where the accuracy of query rewritings and ansvwsesdot higher compared
to the unclustered overlay (for details see [12]).

We compare the query evaluation performed by GrouPeer Wwitevaluation that
utilizes the inferred groups on the overlay. When the firsugris created, we direct
relevant queries to the inferred schema. The basic perfozenmetrics are the average
accuracyof answers to the original queries (i.e., the similarity lné rewritten query
that is answered over the original one), as well as the nuibeodes that provide an
answer. Similarity is calculated by a formula presented 2] fhat identifies erroneous
or not-preserved correspondences in mappings, which degna complete and perfect
rewriting. To identify the gains of our grouping approacte present the percentile in-
crease/decrease in accuracy and number of answers comp&ealiPeer’s clustering
as these are measured on flist created group. Participants of the group hold map-
pings with the group schema; thus, when the query is rewrittethe group schema,
the successive rewritings through the chain of mappingsaeseded. Non-members
create mappings with relevant group schemas.

We present results for 1,000-node random graphs (an agequatber of partici-
pants regarding our motivating application) with averagdendegrees around 4, cre-
ated by theBRITE[14] topology generator. Results are averaged over 20 graptine
same type and size, with multiple runs in each. Results usavger-law topologies
constructed by Inet-3.0 [8] with the same number of peergjaaditatively similar.

For the schemas stored at each node, we use an initial schkeosz welations and
attributes are uniformly distributed at the nodes. Theidhgchema comprises of 5
relations and 33 attributes. Seven attributes are keysantithal of 11 correspondences
between them. Each peer stores 10 table columns (attr)boriegverage. Queries are
formed on a single or multiple tables if applicable (join gas). The maximum size
of the inferred schema is always in the order of the size ofrlial schema used to
produce the local ones during start-up.

First, we vary the maximum group size limilaxP, as well as the minimum sim-
ilarity of participating peers to the initiator node,Figures 6 and 7 show the obtained
results for 100 requesters and maximum 100 queries eachinkseases, the group
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becomes more specialized and less general. In contradt,ssmidarity values produce
groups too general that incorporate many concepts foreigimet initiator. This results
in specializedyroups (i.e., high value aj that receive fewer queries, while more “gen-
eral” ones receive more but cannot answer them all satwsifctAs the graphs show,
there exists a point where grouping ceases to increasdats/esgains to clustering.

Both metrics increase &daxPincreases. This is reasonable since more nodes can
participate and produce results. Very specialized graupauses significantly less pop-
ulated groups, which in turn affects the number of returmexheers. As groups get more
general (arounti= 0.6), an improvement of 13-23% in accuracy is achieved, white t
gains in replies are 40-900%. Aslecreases, the gains in accuracy decrease but more
results are generated. These curves show thattue of around 0.65 with the group
initiator andMaxP = 80 achieve good results without too much generalizatioes€&h
will be our default values for the rest of this discussion.

Next, we try to determine the quality of the created groupeasn the quality of
the semantic clustering. Figure 8 show the percentile ingareent in the similarity
of answers when the first group is created at various poirgs (iumber of queries)
in the clustering process. The results show a decrease neldié/e gains in accuracy
which is due to the improvement of clustering with time. Whaimportant is that
groups that are allowed to be created as soon as possibleh(wioiuld be the com-
mon case) show about 20% more accurate answers and retwrnthiee times more
results compared to clustering, even though the inferenmeepure is performed on a
less optimally clustered overlay. The clustering processxpedited with more active
requesters, which suits the purposes of grouping. An ertperimental study is
presented in [11].

4 Related Work

There exist several interesting research efforts that eserissed about semantics and
semantic clustering of peers. The work in [3] is one of the finsconsider semantics
in P2P systems and suggest the construction of semanti@pwvestworks, i.e., SONSs.
Various other researchers have attempted to go beyond therisspatic formulation of
SONs: the work in [18] suggests the dynamic constructiomefihterest-based short-
cuts in order for peers to route queries to nodes that are likefg to answer them.
Inspired by this work, the authors of [20] and [7] exploit iliefi approaches for discov-
ering semantic proximity based on the history of query amswend the least recently
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used nodes. In the same spirit, the work in [4] presentsmiediry results about the
clustering of the workload on the popular e-Donkey and Kaxasems.

Finally, Bibster [5] is a project that exploits ontologi@sdrder to enable P2P shar-
ing of bibliographic data. Ontologies are used for impaytitata, formulating and rout-
ing queries and processing answers. Peers advertise ¥peirtise and learn through
ontologies about peers with similar data and interests.

5 Summary

In this paper we have described a method to automaticalptergchemas in order to
characterize semantic clusters in PDMSs. Our scheme @geoat clustered unstruc-
tured P2P overlays. By iteratively merging relevant pebestas and maintaining only
the most frequent common characteristics, we provide ansahvepresentative of the
cluster. Group schemas can be used in order to increase et performance and
the volume of returned data. Our experimental evaluatiomitn these observations
in a detailed comparison with the GrouPeer system.
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