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Abstract. This paper deals with the problem of speech waveform polarity. As
the polarity of speech waveform can influence the performance of pitch marking
algorithms (see Sec.H)), a simple method for the speech signal polarity determina-
tion is presented in the paper. We call this problem peak/valley decision making,
i.e. making of decision whether pitch marks should be placed at peaks (local max-
ima) or at valleys (local minima) of a speech waveform. Besides, the proposed
method can be utilized to check the polarity consistence of a speech corpus, which
is important for the concatenation of speech units in speech synthesis.

1 Introduction

The modern pitch-synchronous methods of speech processing rely on a knowledge of
the moments of glottal closure in speech signals. These moments are called glottal clo-
sure instants (GClIs) or pitch marks, if we speak about their location in speech. They
are usually used in pitch-synchronous speech synthesis methods (e.g. PSOLA or some
kinds of sinusoidal synthesis), where they ensure that speech is synthesized in a con-
sistent manner. Knowing the position of pitch marks, a very accurate estimation of f
contour could be obtained and utilized in a number of speech analysis and processing
methods.

The problem of pitch marking has been tackled by several approaches including
wavelet-based analysis [1]], application of nonlinear system theory [2] and many meth-
ods based on or similar to autocorrelation analysis and/or thresholding[3]. Before any
pitch marking algorithm is employed, it needs to be decided whether the pitch marks
should be placed at peaks or at valleys of a speech waveform. As we have found out
during our experiments, this decision is very important for the performance of the
pitch marking algorithm in terms of its accuracy and robustness. In the problem
of peak/valley decision making is solved by comparing of the fj contour calculated
using AMDF (Average Magnitude Difference Function) and f, contours derived from
valley and peak based pitch mark sequences. The decision depends on the deviation
between these contours.

Though this method gives quite reliable results, there are some disadvantages. First,
the estimation of fj contour is time-consuming. Second, fj estimation is an error prone
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task and the errors in the contour, even if it is filtered, can affect the peak/valley decision.
In this paper, we propose a simple method based on the confrontation of peaks and
valleys of a speech waveform.

This paper is organized as follows. Section2] serves to describe the proposed method.
In Section 3] we briefly discuss the effects of the speech signal polarity on the synthetic
speech. In Section[d] we describe our experiments to demonstrate the performance of
the proposed method. Section [3] gives the conclusions of this paper.

2 The Proposed Method

2.1 Motivation

During the development of our pitch marking algorithm [3] we observed large variation
in its performance. We have found out that this was due to the polarity mismatch present
in our speech corpus [6]]. This mismatch is illustrated in Fig.[Tl where two segments of
two different sentences are shown.

Demonstration of the polarity mismatch
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Fig. 1. Polarity mismatch. In the upper part there is a segment of the Sentencel (negative polarity),
while in the lower part there is a segment cut from the Sentence2 (positive polarity).

This observation led to the idea of development of peak/valley decision making
method.

2.2 Description

Before we employ an automatic algorithm, the typical fj of the given speaker needs to
be estimated. As the single speaker is recorded during corpus generation, this task can
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be very simply accomplished manually. Once we obtain the typical f, of the speaker,
we can use this information as an input of the automatic peak/valley decision making
method.

The proposed method can be summarized as follows. First, the speech waveform
should be pre-processed. The aim of pre-processing is to reduce higher frequencies
present in unvoiced segments and an extraneous noise. We accomplish this task by low-
pass filtering by 23-rd order FIR filter with the cutoff frequency 900 Hz. The parameters
of the filter were set ad hoc. This filter removes high frequencies and saves the valleys
and peaks in voiced segments (See Fig.[2). The next step of pre-processing is the signal
scaling. The aim of the scaling is to obtain a signal with zero mean value. This is
necessary for later stages of the algorithm.

Raw speech waveform

06}
04 | \I|| |

o WY | LA i R AN L A Ll L‘.__J.L o fut I S

Bl )

s
06

I I 1 I 1 I I |
a 200 400 600 800 1000 1200 1400 1600

Filtered speech waveform
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Fig. 2. Raw and filtered speech waveform. The dotted lines serve to illustrate how the noise can
influence the peak/valley decision.

Having the pre-processed speech waveform, the next step of the proposed method is
to confront the peaks and valleys. In this confrontation we use both the pre-processed
speech waveform (speech) and its absolute value (abs speech):

abs speech = |speech|. (1)
The method can be summarized as follows:

1. Reset the counters peak count and valley count.

2. Find global maximum of the abs speech. Denote its time coordinate as t,,.

3. If the position of this maximum corresponds with the position of the peak in speech,
increment the counter peak count, otherwise valley count is incremented.
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4. Set the value of abs speech to zero in the range:
[tm —2/3% fo,tm +2/3 % fol, ()

where fj is the estimate of speaker’s typical value of the fundamental frequency.
The length of this range was set experimentally.

5. Repeat steps 2, 3 and 4 until the rms value of the abs speech is lower than thresh x
rms speech, where rms speech is the rms value of the signal speech. The range of
the constant thresh is [0.2,0.7], the higher this value is the faster the peak/valley
decision is made.

In fact, the above mentioned algorithm confronts the peaks and valleys in terms of
their amplitudes. For the final peak/valley decision, we also calculate the overall energy
above e above and below zero e below of the signal speech. The values of these energies
are used as auxiliary predictors. If the value of the counter peak count is higher than
valley count and e above is higher than e below, peaks are decided to be convenient for
pitch marks placement and vice versa. If the values of counters are not in accordance
with the values of energies, the decision is made solely on the basis of the values of the
counters, but in this case it is marked as uncertain.

3 Discussion

In this section, we would like to address the issue of signal polarity unification during
corpus recording. We have recently recorded a new speech corpus [6]. Although we
placed emphasis on keeping recording conditions equal through all the recording ses-
sions, we found several recording sessions to have speech signal with inverted polarity
(See Fig.[I)) — we are still examining the causes of this, but it may be related to the as-
sembling/dissembling of the recording devices due to sharing the recording room with
other projects.

The need to unify the polarity of the speech signal of all recorded phrases is obvious.
As the pitch marks are placed only either at minima or maxima, phase mismatches will
occur when speech units taken from signals with inverted polarity are concatenated, no
matter how precisely pitch marks are detected; this is illustrated in Fig. [3l Synthetic
speech will then contain audible “glitches” at such concatenation points [7]], which we
also confirmed in [§]).

4 Experiments and Results

Rather than the experiments, in the first part of this section the results of the practical
utilization of the proposed method are shown. The method was employed to check and
unify the polarity of the newly recorded speech corpus [6]. The results were more than
satisfactory - 98.14% of correct decisions, 1.36% of correct but uncertain decisions and
only 0.5% of errors. It means that in 99.5% of cases the automatic method makes the
same polarity decision as human would make. For all erroneous decisions the values
of counters peak count and valley count were almost equal, so that these errors can be
very simply detected or corrected by the setting of a threshold.
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Inverted polarity:

Phase discontinuity: )

Fig. 3. Phase mismatch when units with different speech polarity are concatenated. Pitch-marks
are placed at the negative amplitudes (valleys) of speech signal.

Besides, we have designed an experiment to find out how the peak/valley decision
influences the performance of a pitch marking algorithm. For this purpose we have
used the pitch marking method described in [5]. We have tested the performance of this
algorithm depending on the type of pitch mark positions — either peaks(local maxima) or
valleys (local minima) of the speech waveform. The experiment was conducted in three
languages — Czech (CZ-M male and CZ-F female), Slovak (SK-F) and German (GE-
M). In 8 sentences (i.e. about 7.000 pitch marks) the pitch marks were placed manually
to test the performance of the automatic pitch marking method. Two reference pitch
mark sets were used for testing — peak-based pitch marks and valley-based pitch marks.
The summary of the results can be seen in Tab. [Il The average loss of accuracy if the
pitch marks were placed into incorrect positions (i.e. placing to peaks if the polarity is
negative and vice versa) was 8.6%.

Table 1. Summary of experiment results. The values in the table are accuracies of automatic pitch
marking in percents. “Peak” means peak-based pitch marks, “Valley” means valley-based pitch
marks. The polarity of tested sentences was negative.

Peak Valley
CZ-M 88.18 98.10
CZ-F 87.20 97.74
SK-F 88.21 97.19
DE-M 86.04 91.01
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5 Conclusion

In this paper, we have addressed the problem of speech waveform polarity. We have
proposed a simple method for speech signal polarity checking. This method can be
used for peak/valley decision making (i.e. the decision whether pitch marks should be
placed in local maxima (peaks) or local minima (valleys) of the speech waveform),
which is the first step before any pitch marking algorithm is employed. We have shown
in our experiments how the peak/valley decision can influence the performance of the
pitch marking algorithm. The decrease in the accuracy of the automatic pitch marking
algorithm was 8.6% in our experiments.

Moreover, the proposed method can be used for checking of the recorded speech
corpus in terms of its polarity consistence, as we have experienced the speech signal
polarity mismatch during corpus recording.
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