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Abstract. Sequent calculi usually provide a general deductive setting that uni-
formly embeds other proof-theoretical approaches, such as tableaux methods, res-
olution techniques, goal-directed proofs, etc. Unfortunately, in temporal logic,
existing sequent calculi make use of a kind of inference rules that prevent the
effective mechanization of temporal deduction in the general setting. In particu-
lar, temporal sequent calculi either need some form of cut, or they make use of
invariants, or they include infinitary rules. This is the case even for the simplest
kind of temporal logic, propositional linear temporal logic (PLTL). In this pa-
per, we provide a complete finitary sequent calculus forPLTL, calledFC, that
not only is cut-free but also invariant-free. In particular, we introduce new rules
which provide a new style of temporal deduction. We give a detailed proof of
completeness.

1 Introduction

The development of automated deduction systems for temporal logic has followed two
main proof-theoretical approaches: tableaux (see [12]) and resolution (see [1]), which
are both refutational proof methods. Sequent calculi are usually used to provide a gen-
eral deductive setting that uniformly embeds refutational methods and other deduction
techniques such as goal-directed proofs or natural deduction. In temporal logic, tableaux
methods generate graphs instead of the classical trees and resolution methods require
more involved normal forms and inference rules than the classical clausal form and the
classical resolution rule. This complicates the association of a sequent calculus proof to
each tableaux graph or each resolution proof. In addition, existing sequent calculi for
temporal logic (cf. [6, 8, 11]) make use of a kind of inference rules that prevents this cor-
respondence and complicates the implementation of temporal deduction in the general
setting. In particular, temporal sequent calculi either need some form of cut (classical
cut or invariant-based cut) or they include infinitary rules. Cut rules imply the “inven-
tion” of lemmata, called cut formula, for their application. Invariants are particular cut
formulas for proving temporal eventualities. This is the case even for the simplest kind
of temporal logic, propositional linear temporal logic (PLTL). In this sense, the formu-
lation of a cut-free, invariant-free finitary sequent calculus, can be considered a relevant
open problem that is solved in this paper.
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More precisely, in [6] and [11], two sequent calculi forPLTL with invariant-based
rules are presented. In fact, in both approaches, they present a system including also
a cut rule and then prove cut elimination. However, invariant-based rules for temporal
connectives cannot be avoided. In [8] various sequent calculi are presented forPLTL
without the until operator (this means that the logic considered has a limited expressive
power). He provides completeness and cut-elimination proofs, together with various in-
teresting reductions among the various calculi. However, every calculus includes either
some infinitary rule or some invariant-based rule. Other proof-theoretic approaches for
PLTL include its first axiomatization á la Hilbert presented in [2], and the first detailed
description of a tableaux method for deciding the satisfiability of anyPLTL-formula
presented in [12]. The satisfiability problem forPLTL is PSPACE-complete (cf. [10]).
See [9] for a good survey about theorem-proving inPLTL and its extensions.

In this paper, we provide a complete finitary sequent calculus forPLTL, calledFC,
that not only is cut-free but also invariant-free. In particular, we introduce a new rule
for the until operator that provides a new style of temporal deduction for eventualities.
Moreover, deduction for ”always”-formulas is also affected by this new style.

In order to show completeness, we have not followed the standard approach of, first,
proving completeness including a cut rule in the calculus and, then, showing a cut elim-
ination result (cf. [3]). Actually, the first part of that approach, proving completeness of
FC plus the cut rule, is quite easy. In particular, just with the rules inFC it is easy to
derive every axiom (except the modus ponens rule) in the system proved complete in
[5]. Obviously, with the addition of the cut rule one can easily derive modus ponens.
Unfortunately, we have been unable to directly prove cut elimination. Instead, we have
directly proved the completeness ofFC, which indirectly means that the cut rule is not
needed. The proof is partially inspired by the tableaux method proposed in [5]. In par-
ticular their notion of maximal strongly connected components has been very useful in
our proof. However, unlike [5], we use a filtration technique for constructing models
from saturated consistent sets of formulas (as states).

The paper is organized as follows. Section 2 is a basic introduction toPLTL. In sec-
tions 3 and 4 we introduce our calculusFC, proving its soundness. More precisely, in
section 3 we describe the basic rules for describing the next (◦) and until (U ) connec-
tives, while in section 4 we present some useful derived rules describing, in particular,
the rest of the temporal connectives. Section 5 presents the completeness proof ofFC.
Finally, in section 6 we draw some concluding remarks.

2 PLTL: Language and Model Theory

A PLTL-formula is built using the constant propositionF, propositional variables (de-
noted by lowercase lettersp, q, . . .) from a setProp, the classical connectives¬ and
∨, and the temporal connectives◦ and U . A lowercase Greek letter (ϕ, ψ, χ, γ, . . .)
denotes a formula and an uppercase one (Φ,∆, Γ, Ψ,Ω, . . .) denotes a finite set of
PLTL-formulas.PLTL-formulas of the formp and¬p, wherep ∈ Prop, are called
literals andPLTL-formulas that do not begin with the connective¬ are calledposi-
tive. As usual other connectives can be defined in terms of the previous ones:T ≡ ¬F,



ϕ ∧ ψ ≡ ¬(¬ϕ ∨ ¬ψ), �ϕ ≡ TU ϕ, �ϕ ≡ ¬�¬ϕ. PLTL-formulas of the formϕU ψ
and�ϕ are calledeventualities. In the rest of this paper, we simply sayformula in-
stead ofPLTL-formula. The operatornext translates any set of formulas into another
(possibly empty) set of formulasnext(Φ) = {ϕ | ◦ϕ ∈ Φ}.

It is well known thatPLTL is a non-compact logic. As a consequence, strong com-
pleteness requires an infinitary proof system, whose deduction rules may require in-
finitely many premises. Our calculus is finitary, hence, as usual (see, e.g. [6], [2] and
[11]), our completeness result is in this sense, weak. Therefore, along this paper, every
set ofPLTL-formulas is assumed to be finite. Given any (finite) setΦ = {ϕ1, . . . , ϕn}
we will useΦ¬ to denote the formula¬ϕ1∨ . . .∨¬ϕn. In particular,Φ¬ is the constant
F whenΦ is empty.

Definition 1. APLTL-structureM is a pair(SM, VM) such thatSM is a denumerable
sequence of statess0, s1, s2, . . . andVM is a mapVM : SM → 2Prop.

Intuitively, VM specifies which atomic propositions are (necessarily) true in each state.

Definition 2. The truth of a formulaϕ in the statesj of aPLTL-structureM, which is
denoted by〈M, j〉 |= ϕ, is inductively defined as follows:

– 〈M, j〉 6|= F

– 〈M, j〉 |= p iff p ∈ VM(sj) for p ∈ Prop
– 〈M, j〉 |= ¬ϕ iff 〈M, j〉 6|= ϕ
– 〈M, j〉 |= ϕ ∨ ψ iff (〈M, j〉 |= ϕ or 〈M, j〉 |= ψ)
– 〈M, j〉 |= ◦ϕ iff 〈M, j + 1〉 |= ϕ
– 〈M, j〉 |= ϕU ψ iff 〈M, k〉 |= ψ for somek ≥ j and 〈M, i〉 |= ϕ for every
j ≤ i < k.

This is extended to sets in the usual way:〈M, j〉 |= Φ iff 〈M, j〉 |= ϕ for all ϕ ∈ Φ.
We say thatM is a model ofΦ, in symbolsM |= Φ, iff 〈M, 0〉 |= Φ. A satisfiable
set ofPLTL-formulas has at least one model, otherwise it is unsatisfiable. Thelogical
consequencerelation between a set of formulasΦ and a formulaχ, denoted asΦ |= χ,
is defined in the following way:

Φ |= χ iff for every PLTL-structureM and everyj ∈ IN :
if 〈M, j〉 |= Φ then〈M, j〉 |= χ

3 The Sequent CalculusFC

In this section, we introduce a sound and complete sequent calculus, calledFC, that is
fully free of cut. That is, inFC there are neither classical cut rules nor invariant-based
rules for temporal connectives. The calculusFC uses asymmetric sequents, i.e. sequents
formed by a set of assumptions and a single conclusion. The former set is called the
antecedent of the sequent and the latter formula is called the consequent. We write
∆ ` χ to represent a sequent whose antecedent is∆ and whose consequent isχ. We
have preferred to formulate the calculus by means of asymmetric (or one-conclusion)



Classical connectives rules

(¬L)
∆ ` ϕ

∆,¬ϕ ` χ (R¬)
∆,ϕ ` F

∆ ` ¬ϕ (∨L)

∆,ϕ ` χ
∆,ψ ` χ

∆,ϕ ∨ ψ ` χ (R∨)
∆ ` ϕ

∆ ` ϕ ∨ ψ
∆ ` ψ

∆ ` ϕ ∨ ψ

Temporal connectives rules

(R◦L)
next(∆) ` ϕ
∆ ` ◦ϕ (¬◦L)

∆,◦¬ϕ ` χ
∆,¬◦ϕ ` χ (R◦¬)

∆ ` ¬◦ϕ
∆ ` ◦¬ϕ

(U L)i

∆,ψ ` χ
∆,ϕ,¬ψ,◦(δi U ψ) ` χ

∆,ϕU ψ ` χ :




δ1 = ϕ

δ2 = ϕ ∧ (∆¬ ∨ χ)
(RU )

∆,¬ϕ ` ψ
∆,ϕ,¬◦(ϕU ψ) ` ψ

∆ ` ϕU ψ

Structural rules

(As) ∆,ϕ ` ϕ (Wk)
∆ ` χ

∆,∆′ ` χ
(Cd)

∆,¬ϕ ` F

∆ ` ϕ
(◦F)

∆ ` ◦F

∆ ` χ

Fig. 1.The sequent calculusFC

sequents, instead of symmetric (multiple-conclusioned) sequents, because the former
are closer to natural deduction and captures better our intuition in logical reasoning. A
multiple-conclusioned system can be easily obtained fromFC. For getting rid of some
rules and giving a more compact presentation, we could also take the one-sided sequent
approach (also known as Tait-style). However, it requires to keep formulas in negation
normal form and results a bit more unusual and unnatural at first sigth.

The calculusFC consists of the primitive rules that are summarized in Fig. 1. We
have split these rules into three packages. Two of them consist of rules for classical and
temporal connectives, respectively. These rules follow the traditional style of introduc-
tion of the connective in the left/right part of the sequent. In addition we need some
structural rules which form the third package.

The rules for classical connectives are classical. With respect to the temporal con-
nectives, the three rules for the next operator,(R◦L), (¬◦L) and (R◦¬), are well
known in the literature ofPLTL. Besides, by means of(U L)i we represent two rules
for two differentδi wherei = 1 or i = 2. The rules(U L)1 and(RU ) are also well
known. Both are included in the existing Gentzen systems where other invariant-based
rules for the until operator are given (cf.[6, 11]). Instead, we add a rule(U L)2 which
does not require invariant generation. This rule(U L)2, which up to our knowledge is
completely new, can be considered quite peculiar, since the second premise includes a
formula which depends on the whole conclusion of the rule.3 In addition(U L)2 leads
to a new deduction style that is opposite, in some sense, to the invariant-based reason-
ing. The underlying idea in the rule(U L)2 is that the sequences of states along which
the satisfaction of an eventuality is delayed should be ever-changing sequences. In the

3 Remember that∆ is always assumed to be a finite set and that∆¬ is F whenever∆ is empty.



proof of the soundness theorem, we show in detail that the rule(U L)2 is correct. We
believe that this correctness proof reflects the intuition behind the rule.

Regarding structural rules,(◦F) is the only rule that is not a classical rule. At first
sight, the introduction of the weakening rule(Wk) in the structural package could be
surprising since very commonly(Wk) is an elementary property and an admissible
rule. However, the form of the rule(U L)2 prevents that traditional methods for prov-
ing admissibility (cf. [7]) could be applied to the calculusFC. Although experimental
work (see Example 6) indicates that(Wk) could be admissible inFC, this is still an
interesting open problem. This work is mainly focused in completeness, the minimality
of the calculus remains as future work.

An FC-proof is a tree (written right side up, with its root on the bottom) labelled
with sequents. The sequent to be proved labels its root, the leaves are labelled with ax-
ioms (which are rules without premises), and all the local subtrees must be accepted by
some inference rule inFC. In the Examples 4 and 5, we give a sequence of sequents that
ends with the root (the proved sequent) and add additional information for describing
the structure of the tree.

The expressionΓ `FC χ is used to denote that there exists anFC-proof of the
sequentΓ ` χ. We say that a set of formulasΓ isFC-consistent if and only ifΓ 6`FC F.
The soundness ofFC means that everyFC-provable sequent, namelyΓ ` χ, is correct
regarding to logical consequence. In particular, every satisfiable set of formulas isFC-
consistent.

Theorem 3. For any set of formulasΓ ∪ {χ}, if Γ `FC χ thenΓ |= χ.

Proof. By induction on the length of theFC-proof, it suffices to prove that every primi-
tive rule ofFC (see Fig. 1) is correct in the sense of preserving the logical consequence
relation between the antecedent and the consequent.

Now, the correctness proof of most rules is just routine. Actually, the only correct-
ness proof that poses some difficulties is the proof of the rule(U L)2. Hence, we only
give the details for this rule.

We will show that, if we assume that∆ ∪ {ϕUψ,¬χ} is satisfiable, then we would
build a countermodel for some of the two premises of the rule(U L)2. Let 〈M, i〉 |=
∆ ∪ {ϕUψ,¬χ} ands1 the leasts ≥ i such that〈M, s〉 |= ψ. If s1 = i then〈M, i〉
serves as countermodel for the first premise. Otherwise, ifs1 > i, let s2 be the greatest
s such thati ≤ s < s1 and 〈M, s〉 |= ∆ ∪ {ϕUψ,¬χ}. As a consequence of the
choice ofs1 ands2, it holds 〈M, s2〉 |= ◦((ϕ ∧ (∆¬ ∨ χ))Uψ). Then,〈M, s2〉 is a
countermodel of the second premise.

4 Derived Rules and Proofs

In this section we present some derived rules that can be used as a shortcut for several
lines of primitive-rules-only proofs. Actually, some of these rules are used below in the
proof of the completeness theorem.

The first group of derived rules, including the contraposition rules(Cp1) and(Cp2),
can be derived in a standard way from the classical primitive rules inFC.



(Cp1)
∆,¬ϕ ` ψ
∆,¬ψ ` ϕ (Cp2)

∆,ϕ ` ψ
∆,¬ψ ` ¬ϕ (FL) ∆,F ` χ

(CdL) ∆,ϕ,¬ϕ ` χ (¬¬L)
∆,ϕ ` χ

∆,¬¬ϕ ` χ
(¬ ∨L)

∆,¬ϕ,¬ψ ` χ
∆,¬(ϕ ∨ψ) ` χ

For the temporal connectives, the following derived rules will be used later:

(◦L)
next(∆) ` F

∆ ` χ (¬ U L)

∆,¬ϕ,¬ψ ` χ
∆,ϕ,¬ψ,¬◦(ϕU ψ) ` χ

∆,¬(ϕU ψ) ` χ

It is easy to check that(◦L) is derived by(R◦L) and(◦F) and(¬ U L) by (Cp1)
and(RU ).

Other derived rules allow us to reason about the rest of the classical or temporal
connectives, which have been introduced as a shorthand to abbreviate some formulas.
For instance, sinceϕ ∧ ψ stands for¬(¬ϕ ∨ ¬ψ), the classical sequent rules for∧ can
be derived:

(∧L)
∆,ϕ, ψ ` χ
∆,ϕ∧ ψ ` χ (R∧)

∆ ` ϕ ∆ ` ψ
∆ ` ϕ ∧ ψ

Likewise, using the abbreviations�ϕ and�ϕ for TU ϕ and¬�¬ϕ, respectively, we are
also able to derive the following useful rules:

(�L)i

∆,ϕ ` χ
∆,¬ϕ,◦(δi U ϕ) ` χ

∆,�ϕ ` χ
:

{
δ1 = T

δ2 = ∆¬ ∨ χ
(R�)

∆,¬◦�ϕ ` ϕ
∆ ` �ϕ

(�L)
∆,ϕ,◦�ϕ ` χ
∆,�ϕ ` χ

(R�)i

∆ ` ϕ
∆,◦(δi U ¬ϕ) ` ¬ϕ

∆ ` �ϕ
:

{
δ1 = T

δ2 = ∆¬

Note also that, by(�L) and(¬◦L), the following contradiction rule is also derivable:

(Cd�) ∆,�ϕ,¬◦�ϕ ` χ.

It is well known that the until operatorU is not expressible in temporal logic with only
◦, �, and� as temporal operators (cf. [4, 2]). As a consequence a complete calculus
for the sublogic that uses� instead ofU cannot be derived (by abbreviation) fromFC,
since the rule(�L)2 needs the until operator for expressing its second premise.

Let us now illustrate theFC-style of natural reasoning by means of some examples
of FC-proofs. In order to allow easier reading, we have underlined, at each step, the
formulas that are related with the applied deduction rule.



Example 4.The following proof shows thatp,�(¬p ∨ ◦p) `FC �p. This is a typical
property ofinduction on time. We have used�ϕ to abbreviate�(¬p ∨ ◦p).

1.− p,�ϕ ` p by (As)

2.− p,�ϕ,¬p,¬¬p,◦((¬p ∨ ¬�ϕ)U ¬p) ` F by (CdL)

3.− p,�ϕ,¬�ϕ,¬¬p,◦((¬p ∨¬�ϕ)U ¬p) ` F by (CdL)

4.− p,�ϕ,¬p ` F by (CdL)

5.− p,�ϕ,¬p∨ ¬�ϕ,¬¬p,◦((¬p ∨ ¬�ϕ)U ¬p) ` F by 2, 3 and(∨L)

6.− p,�ϕ, (¬p ∨ ¬�ϕ)U ¬p ` F by 4, 5 and(U L)1

7.− p,¬p,◦�ϕ,◦((¬p ∨ ¬�ϕ)U ¬p) ` ¬p by (As)

8.− p,◦p,◦�ϕ,◦((¬p ∨ ¬�ϕ)U ¬p) ` ¬p by 6 and(◦L)

9.− p,¬p∨ ◦p,◦�ϕ,◦((¬p ∨¬�ϕ)U ¬p) ` ¬p by 7, 8 and(∨L)

10.− p,�ϕ,◦((¬p ∨ ¬�ϕ)U ¬p) ` ¬p by 9 and(�L)

11.− p,�ϕ ` �p by 1, 10 and(R�)2.

It is worthy to note that{�β,◦((ϕ∨¬�β)U ψ)} and{�β,◦(ϕU ψ)} are equivalent
sets of formulas. As a consequence, the above proof could be simplified if the sequent
to be derived at step 10 werep,�ϕ,◦(¬pU ¬p) ` ¬p instead of

p,�ϕ,◦((¬p ∨ ¬�ϕ)U ¬p) ` ¬p.

A practical implementation ofFC should apply the rules(U L)2 (and also(�L)2 and
(�L)2) yielding as subgoal◦(ϕU ψ) instead of◦((ϕ∨¬�β)U ψ). In general, the rule
(U L)2 should take into account the equivalence of the following two sets of formulas:

{�α,¬(αU β),◦((ϕ ∨ (αU β))U ψ)} and{�α,¬(αU β),◦(ϕU ψ)}.

Note that the former pair of equivalent sets is a particular case of the latter one.

Example 5.The following is anFC-proof of the sequentpU q,¬q ` ◦�q:
1.− q,¬q ` ◦�q by (CdL)

2.− q,¬◦�q ` q by (As)

3.− p,◦�q,¬q,◦((p ∧ (¬¬q ∨ ◦�q))U q),¬◦�q ` q by (CdL)

4.− p,¬¬q,¬q,◦((p ∧ (¬¬q ∨ ◦�q))U q),¬◦�q ` q by (CdL)

5.− p,¬¬q ∨ ◦�q,¬q,◦((p ∧ (¬¬q ∨ ◦�q))U q),¬◦�q ` q by 3, 4 and(∨L)

6.− p ∧ (¬¬q ∨ ◦�q),¬q,◦((p ∧ (¬¬q ∨ ◦�q))U q),¬◦�q ` q by 5 and(∧L)

7.− (p ∧ (¬¬q ∨ ◦�q))U q,¬◦�q ` q by 2, 6 and(U L)1

8.− (p ∧ (¬¬q ∨ ◦�q))U q ` �q by 7 and(R�)

9.− p,¬q,◦((p ∧ (¬¬q ∨ ◦�q))U q) ` ◦�q by 8 and(R◦L)

10.− pU q,¬q ` ◦�q by 1, 9 and(U L)2



It is easy to check that using only the rule(U L)1 we cannot prove the sequent.

Example 6.Consider the sequentq, pU F ` F. It is easy to give anFC-proof ofpU F `
F since by(U L)2 it should be provedF ` F andp,¬F,◦(p ∧ (F ∨ F))U F ` F. The
latter is easily proved by(R◦L) and(U L)1. Finally, by(Wk), q, pU F ` F is derived
from pU F ` F.

It could be believed that(Wk) is essential for proving this kind of sequents, where
some part of the antecedent is unnecessary for entailing the consequent. However, the
following is a scketch of anFC-proof of the sequentq, pU F ` F that does not use the
rule(Wk):
The first two main goals are:q,F ` F andq, p,¬F,◦((p ∧ (¬q ∨ F))U F) ` F. The
former is an instance of(As), while the latter reduces to

(p ∧ (¬q ∨ F))U F ` F

by (◦F) and(R◦L). From this, by(U L)2 and(∧L), we obtain two new goals. The
first is F ` F, which is an(As). The second goal is

p,¬q ∨ F,◦((p ∧ (¬q ∨ F) ∧ (F ∨ F))U F) ` F

Then,
(p ∧ (¬q ∨ F) ∧ (F ∨ F))U F ` F

is obtained by(◦F) and(R◦L). Finally,(U L)1, (∧L) and(As) suffice.

This (Wk)-free deduction style can be easily generalized to any sequent of the form
∆,ϕU F ` F, since the maximum number of nested next operators in∆,ϕ is finite. In
fact, we conjecture that(Wk) is admissible inFC.

5 The Completeness ofFC

In this section, we prove thatFC is a complete calculus using the technique of filtration.
In particular, we define a notion of saturated set of formulas that enables the construc-
tion of a model for any set of formulasΦ such thatΦ 6`FC F. To this end, we first build a
nondeterministic structure in which this model is embedded. The idea of using maximal
strongly connected components, inspired by [5], is crucial in handling eventualities in
this nondeterministic structure.

In the first subsection, we introduce a notion of saturation for sets of formulas which
preservesFC-consistency. In the second subsection, we show how to associate a non-
deterministic structure to anyFC-consistent set of formulas. Finally, we prove the com-
pleteness of the calculusFC.

5.1 Saturated Sets of Formulas

The closure of a set of formulasΦ consists of all formulas that we may use for con-
structing a model ofΦ.



Definition 7. LetΦ be a set of formulas. Letsubform(Φ) be the set of all the subformu-
las of the formulas inΦ. Letbasic(Φ) = subform(Φ) ∪ {¬ϕ | ϕ ∈ subform(Φ)}. The
closure set ofΦ, denotedclo(Φ), is the extension ofbasic(Φ) with the following two sets
of formulas:

{◦(ϕU ψ),¬◦(ϕU ψ),◦¬(ϕU ψ) | ϕU ψ∈ basic(Φ)}
{◦¬ϕ | ¬◦ϕ ∈ basic(Φ)}.

For example, ifΦ is the singleton{p ∧ (pU ¬◦q)} thenclo(Φ) consists of the union of
the following four sets:

{p ∧ (pU ¬◦q), p, pU ¬◦q,¬◦q,◦q, q}
{¬(p ∧ (pU ¬◦q)),¬p,¬(pU ¬◦q),¬¬◦q,¬q}

{◦(pU ¬◦q),¬◦(pU ¬◦q),◦¬(pU ¬◦q)}
{◦¬q}

where the first set issubform(Φ), whose joint with the second set constitutesbasic(Φ).
The last two sets respectively correspond with the two final extensions in the above
definition.

Now, we define a successor relation on sets of formulas.

Definition 8. LetΩ1 andΩ2 be two subsets ofclo(Φ) for some setΦ. We say thatΩ2

is aΦ-successorofΩ1 iff ϕ ∈ Ω2 for all ◦ϕ ∈ Ω1. The set ofΦ-successors of a given
set of formulasΩ is

succΦ(Ω) = {Ω′ ⊆ clo(Φ) | Ω′ is aΦ-successor ofΩ}.

Definition 9. We say that a setΩ of formulas is saturated iff it satisfies the following
conditions:

1. If ϕ ∨ ψ ∈ Ω thenϕ ∈ Ω or ψ ∈ Ω
2. If ¬(ϕ ∨ ψ) ∈ Ω then¬ϕ ∈ Ω and¬ψ ∈ Ω
3. If ϕU ψ ∈ Ω thenψ ∈ Ω or {ϕ,¬ψ,◦(ϕU ψ)} ⊆ Ω
4. If ¬(ϕU ψ) ∈ Ω then{¬ψ,¬ϕ} ⊆ Ω or {ϕ,¬ψ,¬◦(ϕU ψ)} ⊆ Ω
5. If ¬¬ϕ ∈ Ω thenϕ ∈ Ω.
6. If ¬◦ϕ ∈ Ω then◦¬ϕ ∈ Ω.

Given a setΦ, we denote bysatur(Φ) the set of all saturated subsets ofclo(Φ). For
anyΓ ⊆ clo(Φ), we denote bysaturΓ (Φ) the subset ofsatur(Φ) that includes all the
supersets ofΓ . In particular, satur(Φ) = satur∅(Φ) where∅ denotes the empty set.

For the additionally defined connectives, the saturation conditions are easily deduced
from Definition 9.

Proposition 10. The saturation conditions for∧, � and� are:

– If ϕ ∧ ψ ∈ Ω thenϕ ∈ Ω andψ ∈ Ω
– If ¬(ϕ ∧ ψ) ∈ Ω then¬ϕ ∈ Ω or ¬ψ ∈ Ω



– If �ϕ ∈ Ω thenϕ ∈ Ω or {¬ϕ,◦�ϕ} ⊆ Ω
– If ¬�ϕ ∈ Ω then{¬ϕ,¬◦�ϕ} ⊆ Ω
– If �ϕ ∈ Ω then{ϕ,◦�ϕ} ⊆ Ω
– If ¬�ϕ ∈ Ω then{ϕ,¬◦�ϕ} ⊆ Ω or ¬ϕ ∈ Ω.

Note that ifΦ is finite so isclo(Φ). As a consequence, everyΩ ∈ satur(Φ) is also finite.
The following lemma states that any subset of aFC-consistent set can be extended

to a saturated set while preserving the consistency of the whole set.

Lemma 11. For all sets of formulasΦ, Ψ, Γ such thatΓ ⊆ clo(Φ) andΓ, Ψ 6`FC F,
there exists at least onêΓ ∈ saturΓ (Φ) such thatΓ̂ , Ψ 6`FC F.

Proof. Suppose that̂Γ, Ψ `FC F for all Γ̂ ∈ saturΓ (Φ). Then, aFC-proof ofΓ, Ψ ` F

can be easily built using these sequents as leaves and the rules(∨L), (¬ ∨ L), (U L)1,
(¬ U L), (¬¬L) and(¬◦L).

Note thatΨ (in the above lemma) is not required to be a subset of the closure ofΦ.
It could be seen as the context ofΓ and, in particular, it could be empty.

Corollary 12. If Φ 6`FC F then there existsΩ ∈ saturΦ(Φ) such thatΩ 6`FC F.

5.2 Nondeterministic Models ofFC-Consistent Sets

We are going to build a model whose states areFC-consistent saturated sets. We use
the following notion of nondeterministicPLTL-structure for representing collections of
PLTL-structures. In fact, each infinite path in a nondeterministicPLTL-structure is a
PLTL-structure.

Definition 13. A nondeterministicPLTL-structure(nd-PLTL-structure, for short)G is
a triple (SG , RG, VG) such that:

– SG is a finite non-empty set of states
– RG ⊆ SG × SG is calledreachability relation
– VG is a mapVG : SG → 2Prop.

A pathπ in a nd-PLTL-structureG is a non-empty sequence of statess0, s1, . . . ∈ SG
andsi ∈ RG(si−1) for all i ≥ 1.

We denote byR+
G andR∗

G the transitive closure and the reflexive-transitive closure
of the reachability relationRG, respectively.

Definition 14. The truth of a formulaϕ in a states of a nd-PLTL-structureG, denoted
by 〈G, s〉 |= ϕ, is defined as in the Definition 2, except for the temporal operators:

– 〈G, s〉 |= ◦ϕ iff for all s′ ∈ RG(s) 〈G, s′〉 |= ϕ
– 〈G, s〉 |= ϕU ψ iff there exists a finite paths0, s1, . . . , sn in SG such thats = s0,
〈G, sn〉 |= ψ and〈G, si〉 |= ϕ for every0 ≤ i ≤ n − 1.



Note that, the above satisfaction definition ofU only requires the existence of a
path because nd-PLTL-structures could contain infinite paths that repeat infinitely many
times a subsequence of states and do not reach some other finitely reachable states.

Now, we associate a nondeterministic structure to any consistent set.

Definition 15. For any givenFC-consistent set of formulasΦ, GΦ = (SGΦ , RGΦ, VGΦ)
is the nd-PLTL-structure where

– SGΦ = {Ω | Ω ∈ satur(Φ) andΩ 6`FC F}
– Ω′ ∈ RGΦ(Ω) iff Ω′ ∈ succΦ(Ω) for all Ω,Ω′ ∈ SGΦ

– VGΦ(Ω) = {p | p ∈ Ω andp ∈ Prop}.

Note that, according to Corollary 12,SGΦ cannot be empty. In the rest of this sec-
tion we will assume thatΦ is always anFC-consistent set of formulas andGΦ is its
associated nd-PLTL-structure. Now, we will show how the notion of maximal strongly
connected components [5] yields a partition inSGΦ .

Definition 16. A strongly connected component(scc, for short) is a subsetS of SGΦ

such that every pair formed by two different statesΩ1, Ω2 ∈ S satisfies thatΩ2 ∈
R+

GΦ
(Ω1) andΩ1 ∈ R+

GΦ
(Ω2).

A maximalscc (mscc, for short) is an sccS such that there is no sccS ′ ⊆ SGΦ that
satisfiesS ( S ′.

We will denote by[Ω] the mscc whereΩ is included andZ⇒ is the binary relation
induced byRGΦ as follows:

[Ω1] Z⇒ [Ω2] iff there existΩ′
1 ∈ [Ω1],Ω′

2 ∈ [Ω2] such thatΩ′
2 ∈ RGΦ(Ω′

1).

Note that an mscc[Ω] could consist just of the stateΩ. In such case [Ω] can represent
(on its own) a model only whenΩ ∈ RGΦ(Ω). An mscc that consists of exactly one
stateΩ such thatΩ 6∈ RGΦ(Ω) is calledtrivial . Otherwise, we say that it is anontrivial
mscc (nt-mscc, for short).

Definition 17. A pathπ = Ω0, Ω1, . . . in SGΦ is fulfilling if for everyΩi ∈ π and every
ϕU ψ ∈ Ωi there exists somej ≥ i such thatψ ∈ Ωj and for everyi ≤ k ≤ j − 1,
ϕ ∈ Ωk.
An sccS in SGΦ is self-fulfilling if for everyΩ ∈ S and every formulaϕU ψ ∈ Ω,
there exists a finite pathΩ0, Ω1, . . . , Ωn in S such thatΩ0 = Ω, ψ ∈ Ωn andϕ ∈ Ωi

for every0 ≤ i ≤ n− 1.

Lemma 18. For everyΩ ∈ SGΦ the setRGΦ(Ω) is non-empty.

Proof. If Ω ∈ SGΦ thenΩ 6`FC F. Hencenext(Ω) 6`FC F holds by rules(R◦L) and
(◦F). From Lemma 11 there exists at least oneΩ′ ∈ SGΦ such thatΩ′ ∈ succΦ(Ω).

Corollary 19. For everyΩ ∈ SGΦ there is at least one infinite pathΩ0, Ω1, . . . such
thatΩ = Ω0.

Now, we will show thatGΦ satisfies, by construction, the adequate properties for
handling eventualities. In particular, in the next proposition we show that non-satisfied
eventualities are kept in paths at least until they are fulfilled.



Proposition 20. LetΩ ∈ SGΦ such thatϕU ψ ∈ Ω. For every finite pathΩ0, Ω1, . . . , Ωn

in SGΦ such thatΩ0 = Ω and every1 ≤ i ≤ n: if ϕU ψ 6∈ Ωi thenψ ∈ Ωk for some
0 ≤ k < i andϕ ∈ Ωj for all 0 ≤ j ≤ k − 1.

Proof. By induction on n. The casen = 0 trivially holds. Forn ≥ 1, we distinguish the
following cases. First, if eitheri = n and there existsj ≤ n − 1 such thatϕU ψ 6∈ Ωj

or 1 ≤ i < n, then the property holds by the induction hypothesis. Second, ifi = n and
ϕU ψ ∈ Ωj for all 0 ≤ j ≤ n − 1, thenψ ∈ Ωj or {ϕ,¬ψ,◦(ϕU ψ)} ⊆ Ωj, since
eachΩj is saturated. This implies thatψ ∈ Ωn−1 because otherwise◦(ϕU ψ) ∈ Ωn−1

which would meanϕU ψ ∈ Ωn.
The next proposition shows how negated eventualities propagate inGΦ.

Proposition 21. LetΩ ∈ SGΦ such that¬(ϕU ψ) ∈ Ω. Then, every finite pathπ =
Ω0, Ω1, . . . , Ωn in SGΦ such thatΩ0 = Ω satisfies one of the two following properties:

(a) {ϕ,¬ψ,¬(ϕU ψ)} ⊆ Ωi for any i ∈ {0..n}
(b) There exists0 ≤ j ≤ n such that{¬ϕ,¬ψ} ⊆ Ωj and{ϕ,¬ψ,¬(ϕU ψ)} ⊆ Ωi

for anyi ∈ {0..j − 1}.

Proof. By induction onn. SinceΩ is saturated, the casen = 0 is trivial. Forn ≥ 1, the
induction hypothesis guarantees that the pathπ′ = Ω0, Ω1, . . . , Ωn−1 satisfies one of
the properties (a) or (b). Ifπ′ satisfies (b), so doesπ. If π′ satisfies (a) then by definition
of SGΦ we have{ϕ,¬ψ,¬(ϕU ψ)} ⊆ Ωn or {¬ϕ,¬ψ} ⊆ Ωn. Hence,π verifies (a) or
(b) respectively.

Now we will prove that for anyΩ ∈ SGΦ , either the mscc[Ω] is a self-fulfilling
nt-mscc or there exists a self-fulfilling nt-mscc that is reachable from[Ω].

Lemma 22. For any non-self-fulfilling mscc[Ω] in SGΦ , there exists (at least) oneΩ′ ∈
SGΦ such thatΩ′ 6∈ [Ω] and [Ω] Z⇒ [Ω′].

Proof. For a trivial mscc, this is an easy consequence of Lemma 18. Hence, we assume
[Ω] to be a nt-mscc which is not self-fulfilling. That is, there is someΩ0 ∈ [Ω] and
some formulaϕU ψ ∈ Ω0 such that there does not exist a finite pathΩ0, Ω1, . . . , Ωn

in [Ω] such thatψ ∈ Ωn andϕ ∈ Ωi for every0 ≤ i < n . Then, for all∆ ∈ [Ω]:

{ϕ,¬ψ, ϕU ψ,◦(ϕU ψ)} ⊆ ∆

Let us consider the subset ofSGΦ formed by all the states that are successors of some
state in[Ω]:

S([Ω]) =
⋃

∆∈[Ω]

RGΦ(∆)

Since[Ω] is a nt-mscc it must verify[Ω] ⊆ S([Ω]). If [Ω] ( S([Ω]) the lemma holds
trivially. On the contrary, if[Ω] = S([Ω]) we show that there is a contradiction as
follows. Consider any state∆ ∈ [Ω] ⊆ SGΦ . Since∆ isFC-consistent, then∆ 6`FC F.
Hence, by rules(U L)2 and(¬L), we have that

∆,◦((ϕ ∧∆¬)U ψ) 6`FC F



Hence, by(R◦L), the setnext(∆) ∪ {(ϕ ∧ ∆¬)U ψ} is alsoFC-consistent. Then,
by Lemma 11, there exists at least one set∆′ ∈ saturnext(∆)(Φ) such that∆′, (ϕ ∧
∆¬)U ψ 6`FC F. By (Wk), ∆′ is alsoFC-consistent. Hence,∆′ ∈ SGΦ and, by con-
struction∆′ ∈ RGΦ(∆) ⊆ S([Ω]). Therefore,∆′ ∈ [Ω], since we are supposing that
[Ω] = S([Ω]). It is worthy to note thatRGΦ(∆) should be non-empty by Lemma 18.
Besides, since¬ψ ∈ ∆′ (by construction) and∆′, (ϕ ∧ ∆¬)U ψ 6`FC F, the rules
(U L)2 and(CdL) allow us to conclude that

∆′, ϕ ∧∆¬,◦((ϕ ∧∆¬ ∧ (∆′)¬)U ψ) 6`FC F

Hence, by(Wk), we have obtained from∆ anFC-consistent set∆′ such that∆′ ∪
{◦((ϕ ∧ ∆¬ ∧ (∆′)¬)U ψ)} is alsoFC-consistent. Starting with any∆0 ∈ [Ω] and
repeating the above procedure we can construct a pathπ = ∆0,∆1, . . . of states in[Ω]
such that for everyi ≥ 1

∆i, (ϕ ∧∆¬
0 ∧∆¬

1 ∧ . . .∧∆¬
i−1)U ψ 6`FC F

By finiteness of[Ω], there must existn ≥ 1 such that∆n = ∆i for some0 ≤ i ≤ n−1.
In particular, for suchn we have that

∆n, (ϕ ∧∆¬
0 ∧∆¬

1 ∧ . . .∧∆¬
n−1)U ψ 6`FC F

But this is a contradiction, by(U L)1, (∧L) and(Wk), because∆n,∆
¬
n `FC F can be

easily derived using(∨L) and(CdL).

Corollary 23. For anyΩ ∈ SGΦ , either the mscc[Ω] is a self-fulfillingnt-mscc or there
existsΩ′ ∈ SGΦ such thatΩ′ 6∈ [Ω],Ω′ ∈ R+

GΦ
(Ω) and[Ω′] is a self-fulfilling nt-mscc.

Proof. By finiteness ofSGΦ , if [Ω] is not a self-fulfilling non-trivial mscc, then Lemma
22 guarantees the existence of[Ω′]. In the case of a trivial mscc, also Lemma 18 should
be used.

Lemma 24. (Nondeterministic Model Existence)For everyΩ ∈ SGΦ it holds that if
ϕ ∈ Ω then〈GΦ, Ω〉 |= ϕ.

Proof. By structural induction onϕ. The case of literals is trivial by definition ofGΦ.
For formulas of the form¬¬ϕ, ϕ ∨ ψ, ¬(ϕ ∨ ψ), ◦ϕ and¬◦ϕ it holds by definition
of GΦ and the induction hypothesis on{ϕ}, {ϕ, ψ}, {¬ϕ,¬ψ}, {ϕ} and{¬ϕ}, respec-
tively.
For ϕU ψ, by the above Proposition 20 and Corollary 23 there exists a finite path
Ω0, Ω1 . . .Ωn in SGΦ such thatΩ0 = Ω,ψ ∈ Ωn andϕ ∈ Ωi for every0 ≤ i ≤ n− 1.
By the induction hypothesis,〈GΦ, Ωn〉 |= ψ and〈GΦ, Ωi〉 |= ϕ for every0 ≤ i ≤ n−1
and consequently〈GΦ, Ω〉 |= ϕU ψ.
For¬(ϕU ψ) formulas, by the above Proposition 21 and the induction hypothesis there
does not exist any finite pathΩ0, Ω1 . . .Ωn in SGΦ such thatΩ0 = Ω, 〈GΦ, Ωn〉 |= ψ
and〈GΦ, Ωi〉 |= ϕ for every0 ≤ i ≤ n− 1. Consequently〈GΦ, Ω〉 6|= ϕU ψ and hence
〈GΦ, Ω〉 |= ¬(ϕU ψ).



5.3 Model Existence and Completeness

Using the nondeterministic structureGΦ (which was defined in the previous subsection),
we are now able to build a model of anyFC-consistent set.

Lemma 25. (Path Existence)For everyΩ ∈ SGΦ there exists at least one infinite
fulfilling path π = Ω0, Ω1, . . .whereΩ0 = Ω.

Proof. Let us show how to build the pathπ depending on the mscc to whichΩ belongs.
If [Ω] is a self-fulfilling mscc, then chooseπ′ to be any finite path that covers all the
states in[Ω]. Then, the infinite pathπ = π′, π′, π′, . . . is fulfilling. Otherwise, if[Ω] is
not a self-fulfilling mscc, by Corollary 23, there existsΩ′ ∈ SGΦ such thatΩ′ 6∈ [Ω],
Ω′ ∈ R+

GΦ
(Ω) and [Ω′] is a self-fulfilling mscc. Letπ1 be any finite path fromΩ to

Ω′ and letπ2 be the infinite path in[Ω′] constructed as in the previous case. Then,
π = π1, π2 is an infinite fulfilling path.

Lemma 26. (Model Existence)Let π = Ω0, Ω1 . . . an infinite fulfilling path inSGΦ .
Then, thePLTL-structureMπ defined by

– SMπ = Ω0, Ω1, . . .
– VMπ (Ωi) = {p | p ∈ Ωi}

satisfies that〈Mπ , i〉 |= ϕ for everyi ∈ IN and everyϕ ∈ Ωi.

Proof. Immediate consequence of Lemma 24.
Finally, we are able to prove the completeness ofFC.

Theorem 27. (Completeness ofFC) For any set of formulasΓ ∪ {χ}, if Γ |= χ then
Γ `FC χ.

Proof. Suppose thatΓ 6`FC χ. Then, by rule(Cd), Γ,¬χ 6`FC F. Hence, by Corollary
12, Lemma 25 and Lemma 26 there exists a model ofΓ ∪ {¬χ}. Therefore,Γ 6|= χ.

6 Concluding Remarks

We have introduced a sound and complete (finitary) sequent calculusFC for the logic
PLTL. The calculusFC is cut-free and invariant-free and it leads to a new deduction
style in temporal logic. We are working on the mechanization of the calculusFC in the
generic proof-assistant Isabelle (cf.http://isabelle.in.tum.de) in order to
allow the interactive formalization ofFC-proofs for temporal properties. Tableaux and
resolution methods are better suited for completely automatic theorem proving. In this
regard, the rules(U L)2 and(�L)2 give rise to new ideas for improving the existing
methods of temporal tableaux and temporal resolution. Following these ideas, we are
also working on avoiding the construction of the whole states-graph in the tableaux
framework and the construction of invariants in the resolution setting. These methods
should manage formulas of the form(∆¬ ∧ ϕ)U ψ such that∆ is also part of the
set of formulas to be processing. Hence, from the point of view of efficiency, shared
formulas would be very useful for practical implementation. Additional future work
includes the extension of this ideas to the branching case, the first-order case (in spite
of its incompleteness) or its complete fragments.
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