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Abstract. We consider the problem of designing scalable and robust
information systems based on multiple servers that can survive even
massive denial-of-service (DoS) attacks. More precisely, we are focus-
ing on designing a scalable distributed hash table (DHT) that is robust
against so-called past insider attacks. In a past insider attack, an adver-
sary knows everything about the system up to some time point ¢p not
known to the system. After to, the adversary can attack the system with
a massive DoS attack in which it can block a constant fraction of the
servers of its choice. Yet, the system should be able to survive such an
attack in a sense that for any set of lookup requests, one per non-blocked
(i-e., non-DoS attacked) server, every lookup request to a data item that
was last updated after to can be served by the system, and processing all
the requests just needs polylogarithmic time and work at every server.
We show that such a system can be designed.

1 Introduction

On Feb 6 of this year, hackers launched a distributed denial-of-service (DoS)
attack on the root servers of the Domain Name System (DNS) [10]. DoS attacks
can overwhelm servers with hacker-generated traffic and make them unavail-
able for legitimate communications. While the attacks significantly slowed the
operations of some of the servers, they caused no problems for the overall DNS
system because the system shifts work to other root servers if it has trouble with
the first ones it tries to reach. This is possible because information is replicated
among all root servers, and the root servers together have sufficient bandwidth
to handle even major DoS attacks.

In this paper, we consider the problem of designing distributed information
systems that are highly resilient against DoS attacks even if every piece of in-
formation is not replicated everywhere but only among a small subset of the
servers. For distributed information systems that are connected to the Internet,
like the DNS system, the servers may be known and therefore open for DoS
attacks. There are various forms of DoS attacks. Application-layer DoS attacks,
that try to abuse the protocols of the system in order to prevent it from function-
ing correctly, or network-layer DoS attacks that just aim at overloading servers
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with junk or faked messages in order to prevent them from processing legal ones.
We are interested in designing a scalable information system (i.e., a system in
which data and requests are handled in a scalable way) that can withstand even
massive application-layer and network-layer DoS attacks (i.e., the attacker is
powerful enough to generate requests or junk that can affect a constant fraction
of the servers). Certainly, if the attacker has complete knowledge of the informa-
tion system, then scalability and robustness against massive DoS attacks cannot
be achieved at the same time. But what if the attacker only has complete knowl-
edge up to some time step ¢y (that may not be known to the system)? Would
it at least be possible to protect anything that was inserted into the system or
updated after time step to? To answer this question, let us first formally define
the attack model we will be focusing on in this paper.

1.1 The past insider attack model

The past insider attack model is motivated by the fact that a large percentage of
the security breaches in corporate systems have internal reasons, many of them
being caused by human error or negligence or insider attacks. In these cases, the
system may be temporarily exposed, with potentially severe consequences for its
functionality.

In the past insider attack model, we assume that an attacker has complete
knowledge of the system up to some time step tg that is not known to the system.
It can use this knowledge to attack the system at any time point after ¢y3. Given
n servers, we allow the attacker to generate any collection of lookup requests
it likes, one per non-blocked server, including lookup requests to blocked or
non-existing data, and to block any set of en servers for some sufficiently small
constant 0 < € < 1. The goal is to design a storage strategy for the data and a
lookup protocol so that the following conditions are met:

For every data item d, the total space for storing d in the system is by at
most a polylogarithmic factor larger than the size of d, and for any set of lookup
requests with at most one request per non-blocked server, the following holds:

— Scalability: Every server in the system spends at most a polylogarithmic
amount of work and time on the requests.

— Robustness: Every lookup request to a data item inserted after to (or a non-
existing data item) is served correctly.

— Correctness: Every lookup request to a data item is served correctly whenever
the system is not under a DoS attack.

By “served correctly” we mean that the latest version of the data item is returned
to the server requesting it. (We assume that there is a unique way of identifying
the latest version such as the version number or a time stamp.)

Note that our model is different from proactive security models in which
the adversary can never learn too much about the system within a certain time
frame. Approaches for this model aim at protecting everything in the system,
but this comes at a high price because this means that all the information in



the system has to be continuously refreshed, which may not be feasible in prac-
tice. We can show that one can protect nearly everything without continuous
refreshing, and most importantly, everything that was updated after the security
breach.

1.2 Towards robustness against past insider attacks

Let us have a quick look at the basic approaches for storing data in a distributed
system.

— An explicit data structure such as a distributed search tree or skip graph:
This approach has major problems with correctness since it is difficult to
update the structure at attacked parts.

— An implicit data structure like a hash table: The hash table is structureless
and therefore has no problems with correctness. It is also scalable, but it is
not robust because the adversary knows exactly where the copies of a data
item are located and can therefore block these.

— The random placement of data copies among the servers: This is not scalable
but certainly robust.

Is there a way of combining these approaches in order to achieve scalability,
robustness and correctness at the same time? Our main contribution in this paper
is to show that a certain hybrid version of a hash table and random placement
can achieve this task. More precisely, we will prove the following result.

Theorem 1. Given n servers, our storage strategy just needs O(log2 n) copies
per data item so that our lookup protocol can serve any set of lookup requests,
one per non-blocked server, in a scalable, robust and correct way, w.h.p. The
robustness holds for any DoS attack in which at most en servers are blocked,
where € > 0 is a sufficiently small constant.

In the proof of the theorem, we assume that the servers are completely inter-
connected since we are only focusing on reliable servers, so there are no scalability
problems w.r.t. connectivity.

Although we consider only problems where all lookup requests are given at
the beginning, we note that our lookup protocol can also be applied in a scenario
where continuously new requests are generated. Furthermore, the correctness
condition can be strengthened in a sense that beyond O(n + D/n*) data items,
where D is the total number of data items in the system and k& can be an
arbitrary constant, all of the data inserted before ¢y can still be accessed by our
lookup protocol under a DoS attack, but it can obviously not be guaranteed
that everything is still accessible. Using coding strategies (like Reed-Solomon
codes), the storage overhead for the data items can be reduced to O(logn) in
Theorem 1. The constant e that we need in our proofs is € < 1/144, but we did
not try to optimize constants in this paper.

The beauty of our approach is that, even though it uses much more sophis-
ticated concepts, it is still based on the well-known consistent hashing principle



[5], i.e., the servers are assigned to points in the [0, 1)-interval and a data copy
mapped to point z € [0,1) is stored at the server that is the closest predecessor
of 2 in [0, 1). Thus, it could in principle be used on top of existing DHTs based on
consistent hashing such as Chord in order to turn these into highly DoS-resilient
DHTs. However, notice that in the scenarios considered in this paper, we can
afford a completely interconnected network though most DHT implementations
are based on bounded degree overlay networks, which would create an additional
vulnerability.

Finally, we remark that we do not address the problem of handling insert
requests in this paper but only how to store data in the system in a scalable
way so that it can be retrieved despite massive DoS attacks. Managing insert
requests is a tricky issue when application- and network-layer DoS attacks are
allowed, and we discuss some of the reasons behind that in Section 2.1. Taking
this restriction into account, our strategies would work best for archival systems
or systems for information retrieval like Google, CiteSeer or Akamali.

1.3 Related work

The most prominent approach for a scalable information system is to implement
a distributed hash table, or DHT. Well-known examples of DHTs are Chord
[22], CAN [18], Pastry [3], and Tapestry [24]. Most of the DHT-based systems
are based on concepts proposed in two influential papers: a paper by Plaxton et
al. on locality-preserving data management in distributed environments [17] and
a paper by Karger et al. on consistent hashing and web caching [5]. However,
since in both cases the data management is based on hashing, none of these
approaches is robust against past-insider attacks.

Various attacks on the data management layer of DHTs have been considered
in the past. Most of the work considers the flash crowd scenario in which many
peers want to access the same information at the same time. When using a pure
DHT design, this can lead to severe bottlenecks. To remove these bottlenecks,
various caching strategies have been proposed. Among them are CoopNet [16],
Backslash [19], PROOFS [20] in the systems community and [14] in the theory
community. However, being able to handle flash crowds is not sufficient to handle
arbitrary collections of lookup and insert requests in a scalable way because
much worse than having many requests to the same data item is to have many
requests to different data items at the same location. Standard combining or
caching strategies do not work here, but work on deterministic simulations of
CRCW PRAMs (e.g., [11]) turned out come to the rescue here. These concepts
allow the design of insert and lookup protocols that are guaranteed to handle
any set of requests with at most one request per server that can be chosen by
an adversary knowing everything about the system [2]. Thus, application-layer
DoS attacks can be handled but not network-layer attacks since the protocols in
[2] are purely hash-based.

There is a vast amount of literature on network-layer DoS attacks (see, e.g.
[4,12] for a taxonomy of these DoS attacks). Several authors have explored
the use of DHTs to prevent DoS attacks from outsiders (e.g., [8,6,13]). Secure



Overlay Services (SOS) [8], for example, uses a proxy approach based on the
Chord network to protect applications against flooding DoS attacks. WebSOS
[21] is an implementation of SOS for web servers that makes use of graphical
Turing tests, web proxies and client authentication. Mayday [1] generalizes the
SOS architecture and analyzes the implications of choosing different filtering
techniques and overlay routing mechanisms. Internet Indirection Infrastructure
(i3) [9] also uses the Chord overlay to protect applications from direct DoS
attacks. Other DoS limiting overlay network architectures have been explored
in, e.g., [15,23]. Most of the approaches above use traffic analysis or indirection
approaches to make DoS attacks hard, but none of these would be able to survive
the attackers considered in this paper since they essentially rely on the ability
to protect servers from direct hits of adversarial traffic.

2 A DoS-resistant DHT

In this section we describe how to store information in a scalable and robust
way in a DHT of completely interconnected servers. The DHT is based on the
consistent hashing principle in a sense that the servers (also called nodes hence-
forth) are given points in the [0, 1)-ring and any data copy that is mapped to a
point x € [0, 1) is stored at the node that is the closest predecessor of x in [0, 1).
First, we present our data storage strategy. Afterwards, we present and an-
alyze our lookup protocol. For simplicity, we make the following assumptions:

— The number of nodes in the DHT is fixed to n, and n is a power of 2.
— The nodes are numbered from 0 to n — 1, and node 7 is responsible for the
interval [i/n, (i +1)/n) in [0,1).

Both assumptions can be relaxed (one can imagine, for example, that the nodes
are randomly spread in [0, 1) so that the DHT does not need central coordina-
tion), but we use them here since they will keep our proofs simple.

2.1 The storage strategy

Like in [2], we use ¢ = ©(logm) hash functions, denoted by A1, ..., h., that map
data names to points in the [0,1) interval, where m represents the size of the
universe of all data names, but this is the only feature the approach in this paper
has in common with [2].

First, we introduce some notation. We assume that the points in [0,1) are
given in binary form, i.e., point z € [0,1) is given as (x1,x2,...) € {0,1}* with
=Y., z;/2". For any two bit sequences z,y € {0,1}*, zoy is the unique point
z € [0,1) with (21, 22,...) = (@1,..., &z, Y1,---,Y|y|)- For any point = € [0,1)
and £ € N, we call set Ty(z) = {z € [0,1) | z = y oz for some y € {0,1}¢} the
set of all points at distance ¢ from x. A route to x of length ¢ is any sequence of
points R = (z¢, 2¢—1,.-.,20) with the property that zp = x and for every i > 0,
zi+1 = bo z; for any bit b € {0,1} (which implies that z; € T;(z) for every ).
Let Re(x) be the set of all possible routes of length ¢ to x. A random route to



x is a route R chosen uniformly and independently at random from R,(x) (i.e.,
z¢ is chosen uniformly and independently at random from T (x)).

When a data item d is inserted or updated in the system, we select a random
route R; = (Zilogn, Zilogn—1, - - -+2i,0) € Riogn(hi(d)) for every i € {1,...,c}.
For each distance j € {0,...,logn}, we store «ylogn copies of d, for some con-
stant ~ that will be determined later. For each of these copies, we select an
i € {1,...,c} uniformly and independently at random and store the copy in
point z; ; (resp. the node owning that point according to the consistent hash-
ing scheme). Hence, altogether, we store O(log?n) copies of each data item in
the system. It would be sufficient for our lookup protocol if instead of storing
O(logn) copies for each data item for each distance j, we use Reed-Solomon or
other codes to store each data item in O(logn) encoded pieces for each distance.
That would reduce the overall storage overhead to O(logn) in Theorem 1, but
for simplicity we will just assume that copies of d are stored.

Notice that as long as the set of DoS-attacked nodes is static, our storage
strategy could be transformed into an efficient insert protocol together with tech-
niques in [2] to avoid congestion problems. However, for a dynamically changing
set of DoS-attacked nodes this is tricky since some non-DoS-attacked nodes
are now missing information that is necessary for our lookup protocol to work
correctly. A potential countermeasure here could be to delay the execution of
the insert protocol at DoS-attacked nodes until the DoS-attack goes away. This
requires extra management overhead and complicates the design of the insert
protocol, which is why we left it out here.

For the rest of this paper, we will assume that the binary representations of
all points are rounded to logn bits (i.e., the points are multiples of 1/n, so there
is one point for each node). For any ¢ € N let Ty = {Ty(z) | x € [0,1)}, where
we consider the points in Ty(x) to be rounded to logn bits. That is, | 7| = n/2°
and each set in 77 has a size of 2¢.

2.2 The lookup protocol

We assume that we are given any collection of lookup requests, one per non-
blocked server. The lookup protocol consists of two stages. The first stage is the
contraction stage and the second stage is the expansion stage. During the con-
traction stage, the lookup requests are forwarded along random routes towards
the hash values of the requested data items. Each lookup request encountering
too many blocked or congested nodes stops and waits for the expansion stage
to be executed. During the expansion stage, lookup requests are woken up in a
controlled manner, and node sets of exponentially increasing size are explored
in order to search for copies of the requested data items until sufficiently many
copies have been found or the protocol decides that the item does not exist in
the system. We start with the formal description of the contraction stage.

The contraction stage Each lookup request for some data item d chooses, for
eachie{l,...,c} and j € {1,...,alogn}, a random route R; ; € Riogn(hi(d))



of length logn to h;(d), where « is a sufficiently large constant. Hence, altogether
there are aclogn random routes. For every ¢, let QQy; be the set of all nodes in
the routes R; j to h;(d) that belong to T;(h;(d)), and let @} ; be the non-blocked
nodes in Qy,;.

Initially, all lookup requests are active, and all i € {1,...,c} are active for
all lookup requests. Then the contraction stage proceeds in rounds, executed
from logn down to 0. In round r, every active request for some data item d
sends a message to all nodes in its set @, ; for all active i. Each of the nodes
v € Q. ; replies back to that request. The reply contains the number m, ;(d)
of messages it has received from requests to data item d for index 4, which is
called the multiplicity of d at v, and the number C, ; of different data items for
which it was contacted by requests for index i, which is called the congestion at
v. Afterwards, each lookup request checks the following rules:

L. For each active i € {1,...,c} with |Q].;| < (alogn)/2, the request deac-
tivates ¢. If the total number of deactivated i’s is at least ¢/2, the request
becomes inactive.

2. For each activei € {1,...,c} with [{v € Q;; | [Cyi| > 2aclogn}| > |Qr4]/2,
the request deactivates i. If the total number of deactivated i’s is at least
¢/2, the request becomes inactive.

3. If there is an active i for which there is a node v in Q; ; with m, ;(d) >
2aclogn, the request becomes inactive.

Inactive lookup requests do not participate any further in the contraction stage.

The expansion stage Each lookup request for some data item d that was
active till the end of the previous stage, gets the most up-to-date copy of d
from every non-blocked h;(d), returns the most up-to-date copy among these
and finishes.

For the other requests, the expansion stage proceeds in rounds, this time
numbered from 1 to logn. In round r, every lookup request for some data item
d that got deactivated in a round 7’ < r and is not finished yet sends a message
of the form (d,r,i,—) (where “—” is an empty placeholder for a copy of d) to a
random node in @Q; . for each i that was active at the end of that round in the
contraction stage. Each node v stores the IDs of the nodes that sent messages
to it in S, and stores the messages it received from them into its active pool
of messages A,, one copy for each (d,r,i,—). If [A,| > 3¢/d, then any set of
messages is discarded from A, to get down to |A,| = 3¢/d, where the constant &
is chosen as in Lemma 1 below. For any remaining (d, 7,4, —) in A, for which v
stores a copy b of d (due to the data storage strategy defined above), (d,r, i, —) is
replaced by (d,r,i,b). Afterwards, A, is managed as a FIFO queue. Every node
v in the system executes the following push strategy O(clogn) many times:

— v dequeues one message (d, r,i,b) from A,, enqueues it back to A, and sends
a copy of it to a random node in T).(h;(d)).

— For each message (d, r,1,b) received by v, v first checks whether A, contains
some message (d,r,i,b") in which copy b’ is older than b (or empty). If so,



v replaces b’ by b. Otherwise, v checks if |A,| = 3¢/d. If so, v discards the
message. Otherwise, it checks whether it stores a copy b’ of d that is younger
than b. If so, v inserts (d,r,4,b') into A,, and otherwise it inserts (d,r,i,b)
into A,.

If after these steps |A,| = 3¢/, then v sends for each node w € S, with original
message (d,r, 4, —) the message (d, r, i, x) back to w, where the “x” indicates that
v was too congested. Otherwise, v sends (d,r,4,b) in A, back to w.

Each lookup request that receives at most ¢/4 many (d,r,,*) messages re-
turns the message (d, r, ¢, b) with the most up-to-date b (which may also be “—” if
no copy was found) to whoever generated the request and is finished. Otherwise,
it continues to participate in round r + 1.

2.3 Robust hash functions

In this section, we specify a central property the ¢ hash functions hq, ..., h. have
to satisfy for the lookup protocol to work correctly and efficiently.

Given a set S of data items and a k € N, we call F C Sx{1,...,c} a k-bundle
of S if every d € S has exactly k many tuples (d,i) in F. Given hy,...,h. and
a distance £, let I'r(S) = Ugyer Le(hi(d)). Let U be the set of all possible
(names of the) data items and H be the collection of hash functions hq,..., A,
and let m = |U|. Given a 0 < o < 1, we call H a (k,o)-ezpander if for any
¢ <logn, any S C U with |S| < on/2%, and any k-bundle F of S it holds that
|Tre(S)] > 2°18].

Lemma 1. Let0 < A < 1 be any constant. Then it holds for any ¢ > 8logm and
o < 1/24 that if the functions hy, ..., h. are chosen uniformly and independently
at random, then H is a (c/4,0)-expander with high probability.

Proof. Suppose that, for randomly chosen functions hq,...,ho._1, H is not
a (c/4,0)-expander. Then there exists an i < logn and a set S C U with
|S| < on/2" and a c¢/4-bundle F of S with |I'r;(S)| < 2!|S|. We claim that the
probability p, ; that such a set S of size s exists is at most

) G) ™

This holds because there are (7:) ways of choosing a subset S C U. Furthermore,
n/2°
S

there are (c§j4) ways of choosing cs/4 pairs (d, j) for F and at most (™) ways

of choosing a set W of s sets in 7; witnessing a bad expansion of the pairs in F'.
The fraction of collections H for which the selected pairs (d, j) indeed have the
property that T;(h;(d)) € W is equal to (77 )¢s/4 because the hash functions
hi,...,he are chosen independently and uniformly at random.




Next we simplify p, ;. Using the conditions on ¢ and ¢ in the lemma it holds
that

(o) ()™ |
= (%)é (4e)/4 (%)6 <5nQi>CS/4 - % <4el+4/c, (f)14/c)6/4

s c/47 "
< [m (4el+4/0 . 014/0)6/4:| < [m . (1> ‘| < i
2 ms

if ¢ > 8logm and m is sufficiently large. Hence, summing up over all possible
values of s and ¢, we obtain a probability of having a bad ¢/4-bundle of at most
(2logn)/m, which proves the lemma. O

We remark that the hash functions have to form a (c¢/4, o)-expander for some
constant ¢ for our lookup protocol to work, but they do not have to be chosen
at random. The proof above just illustrates that if they are chosen at random,
they will form a (¢/4, 0)-expander w.h.p.

2.4 Analysis of the lookup protocol

Next we show that the lookup protocol is correct, robust and efficient, i.e., for
every lookup request for some data item d inserted after time to (the threshold
in the past insider model), a correct answer will be delivered for any DoS attack
under our model, and every node spends only polylogarithmic time and work on
the requests in the system. The correctness condition for all other data items is
implied by our proofs. First, we prove the correctness of a lookup request given
that it finishes in the expansion stage.

Lemma 2. If a lookup request for some data item d finishes in round r of the
expansion stage and d was inserted after ty, then it returns the most up-to-date
version of d.

Proof. Consider any lookup request for some data item d that finishes in round
r of the expansion stage and d was inserted after ¢g. This means that it got at
most ¢/4 many messages of the form (d,r,,*). The request only participates in
round r of the expansion stage if it was still active at the beginning of round
r — 1 in the contraction stage, which it only the case if it had at least ¢/2
active indices ¢ at the beginning of round r — 1. These indices were all used
in round r of the expansion stage, which means that at the end of that round
the request got at least ¢/4 messages back of the form (d,r,i,b) where b is the
most up-to-date copy of d that the node contacted by the request in 7T;.(h;(b))
found. Let I be the set of these indices. From the fact that each i € I was
active at the beginning of round r — 1 in the contraction stage it follows that
in round r of that stage, @Q,; > (alogn)/2 (because otherwise i would have



been deactivated in that round). Hence, at least half of the nodes in @, ; that
were sampled from 7). (h;(b)) are non-blocked nodes. Since the nodes in Q.. ; were
chosen independently at random, it follows from the Chernoff bounds that the
total number of blocked nodes in T,.(h;(b)) is at most 2|T..(h;(b))|/3, w.h.p., if
« is a sufficiently large constant. We call a T,.(h;(b)) satisfying such a property
non-blocked in this proof. We can show the following claim.

Claim 1 For any node v in a non-blocked set T,(h;(b)) it holds that if after
¢clogn executions of the push strategy in the expansion stage, where ¢ is a
sufficiently large constant, |A,| < 3c¢/d, then there are lookup requests for less
than 3¢/ data items that sent messages to nodes in T.(h;(b)) and every entry
(d,r,i,b) in A, stores the most up-to-date copy of d among the non-blocked nodes
in T.(hi(b)) at the end.

Proof. Can be shown along the lines of existing proofs on random, push-based
broadcasting in complete networks (e.g., [7]). O

Hence, the lookup request obtains at least ¢/4 many replies (d,r,4,b) with
most up-to-date copies in the respective sets T,.(h;(b)). Since for each i € I at
least a third of the nodes in T).(h;(b)) are not blocked, w.h.p., the lookup request
returns the most up-to-date copy for at least (c/4) - (27/3) = ¢2"/12 of the
2" nodes in all sets T;.(h;(b)), i € {1,...,c}. According to the robust storage
strategy, vlogn many most up-to-date copies of d are randomly distributed
among these ¢2" nodes, and none of these locations is known to the adversary,
so the probability that none of these is stored in the at least ¢2"/12 non-blocked
nodes accessed by the request is at most (1 —1/12)7!°8" which is polynomially
small if v is a sufficiently large constant.

We remark that for the data items least recently updated before tg, at most
f = max{n, D/n*} many of them are bad, w.h.p., in a sense that none of their
most up-to-date copies is stored in the at least ¢2" /12 non-blocked nodes, where
D is the number of data items in the system and k can be any constant. This is
because there are at most 2" ways of selecting ¢2" /12 non-blocked out of at most
n considered nodes and (? ) ways of selecting bad data items while the probability

that these are indeed bad is at most ((1 — 1/12)71°8")f If ~ is sufficiently large
compared to k, multiplying these terms gives a polynomially small probability.
Hence, apart from f data items, the lookup protocol will deliver correct answers
also for data items inserted or updated before ¢, w.h.p. a

Next, we look at the robustness and efficiency and will show that within a
polylogarithmic time every request finishes, w.h.p. First, we consider the contrac-
tion stage. We show that the number of messages sent to any node is polylogarith-
mic in every round, which implies that every node spends only a polylogarithmic
time and work on the contraction stage.

Lemma 3. For every round r, at most O(clog2 n) messages are sent to any
node in the system, w.h.p.



Proof. Consider some fixed node v in some set T' € 7,.. First, we bound m,, ;(d)
for any data item d and index i with T.(h;(d)) = T. Suppose that m, ;(d) >
8alog n. Since every request for d chooses the nodes in @), ; independently at ran-
dom from the nodes in T', it follows from the Chernoff bounds that the expected
number of messages for d at a node in T is at least 6 logn, w.h.p. Hence, the
expected number of messages for d in T,41(h;(d)) was at least 3alogn, w.h.p.
However, in this case it holds for every node w € T;41(h;(d)) that my, ;(d) was
at least 2alogn, w.h.p. Thus, every request for d that was still active at round
r + 1 must have either deactivated ¢ or became inactive. Hence, it must hold for
every node v € T that m, ;(d) < 8alogn, w.h.p., for any data item d and ¢ with
T, (hi(d)) = T.

A congestion bound of |C, ;| < 8alogn can be shown along exactly the same
lines. Since there are ¢ different indices 4, the total number of messages sent to
v is bounded by ¢(8alogn)? = O(clog® n). O

Hence, the runtime of the contraction stage and work per node is O(clog3 n),
w.h.p. Next we analyze the number of different data items for which lookup
requests become inactive. This will be important to bound the congestion at the
nodes in the expansion phase.

Let D, be the set of all data items for which there are lookup requests that
become inactive in round r. Furthermore, let BC,. be the set of data items with
requests that become inactive due to too many inactive indices and MC, be
the set of data items with requests that become inactive due to a too high
multiplicity. Certainly, D, = BC,. U M C,.. First, we bound BC,..

Lemma 4. If e < 1/144, then it holds for every round r that |BC,| < 8en/2",
w.h.p.

Proof. For any r and any T C 7., we call T' blocked if the attacker blocks more
than a third of its nodes with its DoS attack, and 7" is called congested if more
than a third of the nodes in T have a congestion of at least 2acclogn. Consider
any data item d. We call d blocked at round r if at least ¢/4 of its ¢ sets T;.(h;(d))
are blocked, and we call it weakly blocked at round r if there are blocked sets
Ty (hiy (), Ty (Riy (d)y ..., Ty (Byy (d)) with 7q,...,7, > r and & = ¢/4 and
i1, ..., being pairwise different. Similarly, we call d congested at round r if at
least ¢/4 of its ¢ sets T,.(h;(d)) are congested, and we call it weakly congested at
round r if there are congested sets T, (hi, (d)), Ty (hiy (d)), - - ., Ty (B, (d)) with
r1,72,...,7% > 7 and k = ¢/4 and iq,...,49; being pairwise different. In the
following, W B,. denotes the set of weakly blocked data items and W, the set
of weakly congested data items at round 7.

Claim 2 Whenever a request for some data item d deactivates some index i in
round r, then T,.(h;(d)) is either blocked or congested, w.h.p.

Proof. Consider any request for some data item d in round r. Index i is deacti-
vated for that request if

1. there are more than («logn)/2 nodes in @, ; that are blocked, or



2. there are more than (alogn)/2 nodes in @, ; that are congested.

In the first case, suppose that T;.(h;(d)) is not blocked. Then the probability
that R; ; chooses a node in T;.(h;(d)) that is blocked is at most 1/3 and, hence,
the expected number of nodes chosen by the routes R;1,...,Riqlogn that are
blocked is at most (alogn)/3. Since the nodes are chosen independently at
random, it follows from the Chernoff bounds that the probability that at least
(arlogm)/2 nodes in @, ; are blocked is polynomially small in n (if the constant
« is sufficiently large). Hence, if the request deactivates index ¢ because of at
least (alogn)/2 blocked nodes, then T,.(h;(d)) is blocked, w.h.p.

The arguments for the congestion follow along the same lines. O

Now suppose that a request for data item d becomes inactive at round r
due to at least ¢/2 deactivated indices. Then there are at least ¢/4 indices for
which condition 1 in the contraction stage is true or at least ¢/4 indices for
which condition 2 is true. In the first case, it follows from Claim 2 that d is
weakly blocked, and in the second case, it follows from Claim 2 that d is weakly
congested, w.h.p. For weakly blocked data items, the following claim holds.

Claim 3 If s blocked nodes can cause a set of b weakly blocked data items at
round 7, then a set of 2s blocked nodes can cause a set of b blocked data items
at round r.

Proof. Consider item d to be weakly blocked, and let T, (hi, (d)), T, (hi,(d)),

oy, Ty (R (d)) be the sets witnessing that with k¥ = ¢/4. Any route through
a set Ty (hy(d)) with 7 > r can have at most 2" =" sets T € 7, it can go
through, and each of these sets T has a size of [T} (hy(d))|/2" ~". Hence, the
number of nodes causing T, (h; (d)) to be blocked is sufficient to block also all
T € 7, reachable from T,/ (h;(d)). Hence, for any set of b weakly blocked data
items, we can turn them into blocked data items when moving the blocking of
nodes at distance r’ > r to nodes at distance r. Since we have to keep those sets
T, (hi (b)) with " = r blocked, we have to at most double the number of nodes
needed to transform weakly blocked data items into blocked data items. a

If the adversary can block at most 2en nodes, then at most 6en/2" of the
n/2" sets in 7, can be blocked, which covers at most 6en nodes. Suppose the
attacker can block a set S of data items in round r. Then there is a ¢/4-bundle
F for S. According to Lemma 1, it holds that |I'r,.(S)| > 27|S] if |S| < on/2".
Since the largest possible size of I'r,(S) is 6en, it follows that |S| < 6en/2",
which is less than on/2" (so that Lemma 1 implies an upper bound on |S|) if
6e < 1/24, or € < 1/144. Hence, if the adversary can block at most 2en nodes,
then it can cause at most 6en/2" blocked data items in round r. This implies
together with Claim 3 that if the adversary can block at most en nodes, then it
can cause at most 6en /2 weakly blocked data items in round r. Combining this
with Claim 2, it follows that if the adversary can block at most en nodes, then
|WB,| < 6en/2", w.h.p.

Using the same arguments for congested data items, it also follows that
|WC,| < 6en/2", w.h.p. Hence, |BC,| < [WB,|+ |WC,| < 12en/2", w.hp. O



Next we bound MC,.
Lemma 5. For every round r, |MC,| <n/2".

Proof. Suppose that there are ¢ many lookup requests for data item d in round
r. Then the expected number of messages per node w.r.t. ¢ in any 7T,.(h;(d)) is
(alogm)€/27. If £ < 27, this is at most alog n. Since each message chooses a node
independently at random, it follows from the Chernoff bounds that the proba-
bility that there is a node in a set T).(h;(d)) with at least 2« logn messages for d
is polynomially small. Hence, if a lookup request for some data item d becomes
inactive due to condition 3 of the contraction stage, then d has a multiplicity of
at least 2", w.h.p. Since there are at most n active requests at round r, it follows
that |[MC,.| <mn/2". O

Combining Lemmas 4 and 5 it follows that |D,.| < 12en/2" + n/2" < 2n/2",
w.h.p. Now we are ready to analyze the expansion stage. First, we bound the
number of messages sent to a node in each round.

Lemma 6. For every round r, at most O(clogn) messages are sent to any node
in the system, w.h.p.

Proof. Only requests that were active in round r — 1 of the contraction stage will
participate in round r of the expansion stage. According to Lemma 3, the number
of messages sent to any node in the system in any round of the contraction stage
is O(clog®n) w.h.p. Since every lookup request sends out aclogn messages in
the contraction stage but only at most ¢ messages in the expansion stage, it
follows that the number of messages sent to any node in the expansion stage is
at most O(clogn), w.h.p. |

The description of the expansion stage and Lemma 6 immediately imply that
the runtime and work per node of the expansion stage is at most O(clog3 n).
Combining this with our bounds for the contraction stage, we get:

Lemma 7. For any collection of lookup requests, one per non-blocked node, the
lookup protocol needs at most O(c log® n) time and work at every node.

Next, we show that every request will eventually finish in the lookup protocol,
w.h.p.

Lemma 8. For every round r, the number of data items with requests partici-
pating in it is less than 3n/2".

Proof. We prove the lemma by induction on the number of rounds. For round
1, the lemma certainly holds. So consider any round r > 1 for which the lemma
holds. A set T € 7, is called congested if there are messages for at least 3c/o
many different data items in T'. Since there are requests for less than 3n/2" many
data items and the messages for each data item are limited to ¢ sets T € 7,
there must be less than on/2" many sets T € 7, that are congested. A data
item d is called congested if there are at least ¢/4 many indices i for which



T, (h;(d)) is congested. Let S be the set of congested data items. Then there is
a c¢/4-bundle F' for S. According to Lemma 1, it holds that |I'r,.(S)| > 27|9] if
|S] < on/2". Since the largest possible size of I'r,.(S) is less than on, it follows
that |S] < on/2". As a worst case, we assume that all requests for congested
data items will not finish in round r and therefore have to continue in round
r + 1. These will combine with the requests for at most n/2" 4+ 12en/2" data
items with requests that became inactive in round r of the contraction stage,
which gives an upper bound of less than 3n/2"*! on the number of data items
with requests in round r + 1 (given that € < 1/144 and o < 1/24). O

Hence, in round r = log n, there are at most 3 data items left with requests.
In this round, all sets T, (h;(d)) are equal to the entire node set, so there is
no congested node set left. Hence, according to the expansion protocol, every
request will finish in that round. Combining this with Lemmas 2 and 7 proves
Theorem 1.

3 Conclusions

In this paper we showed that a DHT for scalable data storage and retrieval can
be designed that is provably robust against massive application- and network-
layer DoS attacks. Certainly, low-level protocols still have to be developed for
our operations that work well and correctly in an asynchronous environment.
Also, it would be interesting to find out whether adaptations of our strategies
are possible to bounded degree DHTSs so that they can sustain DoS attacks of a
similar magnitude as considered in this paper.
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