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Abstract

In this paper we consider learnability in some special numberings, such as Friedberg
numberings, which contain all the recursively enumerable languages, but have sim-
pler grammar equivalence problem compared to acceptable numberings. We show
that every explanatorily learnable class can be learnt in some Friedberg numbering.
However, such a result does not hold for behaviourally correct learning or finite
learning. One can also show that some Friedberg numberings are so restrictive that
all classes which can be explanatorily learnt in such Friedberg numberings have only
finitely many infinite languages. We also study similar questions for several prop-
erties of learners such as consistency, conservativeness, prudence, iterativeness and
non U-shaped learning. Besides Friedberg numberings, we also consider the above
problems for programming systems with K-recursive grammar equivalence problem.

1 Introduction

Consider the following model of learning languages, first studied by Gold [14].
A learner receives, one element at a time, all and only the sentences of a
language (such a presentation of data is called text of the language). As the
learner receives the elements of the language, it conjectures hypotheses about
what the input language might be. The conjecture about the input language
may change over time, as more and more data becomes available. In inductive
inference, we use indices from some underlying numbering or programming
system as hypotheses. Following conventions from formal languages, we refer
to these indices as grammars. One can say that the learner is successful if
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the sequence of grammars output as above converges to a grammar for the
input language. This is essentially the model of TxtEx-learning (= explana-
tory learning) as proposed by Gold [14] and subsequently studied by several
researchers [1,5,10,16,28,33].

One of the important issues in learning has been the hypotheses space which a
learner uses for making its conjectures. A natural hypotheses space, as consid-
ered by Gold [14], is an acceptable programming system. However, there have
also been several studies which consider special programming systems [33]. For
example, in the context of learning indexed families of languages (an indexed
family is a uniformly recursive family of languages), the hypotheses space of-
ten considered are themselves indexed families (where the hypotheses space
might be class-preserving or class-comprising; a class-preserving hypotheses
space contains exactly the languages in the class being learnt while a class-
comprising hypotheses space may contain some other languages in addition
to the languages of the class being learnt). Furthermore, considering special
hypotheses spaces have also been useful in obtaining various characterizations
of learnability — see, for example, [17,30,31,33].

Testing grammar equivalence in acceptable numberings is a difficult problem
[26]. In this paper we consider learnability in some special numberings, which
contain all the recursively enumerable languages, but with simpler grammar
equivalence problem. Friedberg numberings [11] are numberings which contain
exactly one grammar for each recursively enumerable language. Besides their
historical importance, Friedberg numberings may be considered as a natu-
ral hypotheses space, as they do not contain any redundancy. Another natural
class of numberings is the Ke-numberings in which grammar equivalence prob-
lem is recursive in the halting problem. Freivalds, Kinber and Wiehagen [12]
considered learnability of recursive functions in Friedberg and other one-one
numberings (for the criteria of explanatory and finite learning). We extend
their study by considering how the learnability in various common criteria are
effected when one uses hypotheses spaces as above.

We show (Theorem 10) that for TxtEx-model of learning, as described above,
one can learn every TxtEx-learnable class in some Friedberg numbering.
However, no Friedberg numbering is omnipotent. More precisely, for every
Friedberg numbering η, there exists a TxtEx-learnable class which cannot be
learnt using hypotheses space η. Furthermore, there are Friedberg numberings
η which are trivial in the sense that any class TxtEx-learnable in η contains
only finitely many infinite languages (Theorem 29).

In finite learning [14], denoted TxtFin, one requires that the learner out-
puts just one hypothesis, which must be correct. In contrast to the result for
TxtEx-learning, there are TxtFin-learnable classes which cannot be learnt
in any Friedberg numbering (Theorem 11). However, Ke-numberings are not
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so restrictive, as every TxtFin-learnable class can be learnt in some Ke-
numbering (Theorem 15). Theorem 13 gives a characterization of the recur-
sively enumerable classes which can be learnt in Friedberg numberings.

Several properties of learners have been considered in the literature. For ex-
ample a consistent learner [1,4] is a learner whose hypotheses always generate
the data seen up to the point an hypothesis is made. A conservative learner
does not change a hypothesis which is consistent with the input [2,33]. A pru-
dent learner [24] only outputs hypotheses for the languages which it is able
to learn. A confident learner [24] always converges on any input text, even
on texts for languages outside the class being learnt. A non U-shaped learner
is a learner which does not have a sequence of hypotheses of form “. . ., cor-
rect hypothesis, . . ., wrong hypothesis, . . ., correct hypothesis, . . .” [3,7,8]. We
denote the criteria of prudent, confident, consistent and non U-shaped learn-
ing with PrudentTxtEx, ConfTxtEx, ConsTxtEx and NUShTxtEx, re-
spectively; accordingly for restricted variants. We show that, though confident
and consistent learning are not restrictive for learning in Friedberg numberings
(Theorems 16 and 27), non U-shaped, conservative and prudent learning are
restrictive (Theorems 19 and 20). On the other hand, none of the above prop-
erties are restrictive for learning in Ke-numberings (Theorems 21, 23 and 24
along with Theorems 16 and 27).

Behaviourally correct learning [10,25] is similar to TxtEx-learning except
that one does not require syntactic convergence, but only semantic conver-
gence: the hypotheses conjectured by the learner are correct beyond some
time. For Friedberg numberings, notion of TxtBc collapses to TxtEx due
to trivial grammar equivalence problem. It is open at present whether every
TxtBc-learnable class can be learnt in some Ke-numberings — though we
can show that every class which can be TxtFEx-learnt can be TxtBc-learnt
in some Ke-numbering (TxtFEx-learning [9] is TxtBc-learning where the
learner only outputs finitely many distinct hypotheses). We can though show
that there exists a non U-shaped behaviourally learnable class, which cannot
be learnt in non U-shaped behaviourally correct manner in any Ke-numbering
(Theorem 35).

Partial identification [24] is a very general criterion which permits to learn
the class of all r.e. sets in acceptable numberings. We show that this learn-
ability result carries over to learning with respect to any given Ke-numbering
(Theorem 36) although it does not carry over to all universal numberings
(Theorem 37).

The next table summarizes for which major criteria the learning with respect
to Friedberg numberings or Ke-numberings is restrictive.

Summary of Major Results.
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In Friedberg numberings In Ke-numberings In acceptable numberings
FrTxtFin ⊂ KeTxtFin = TxtFin

FrTxtEx = KeTxtEx = TxtEx

ConfFrTxtEx = ConfKeTxtEx = ConfTxtEx

TConsFrTxtEx = TConsKeTxtEx = TConsTxtEx

PrudentFrTxtEx ⊂ PrudentKeTxtEx = PrudentTxtEx

NUShFrTxtEx ⊂ NUShKeTxtEx = NUShTxtEx

FrTxtBc ⊂ KeTxtBc ⊆ TxtBc

NUShFrTxtBc ⊂ NUShKeTxtBc ⊂ NUShTxtBc

2 Notation and Preliminaries

Any unexplained recursion-theoretic notions can be found in the textbooks of
Odifreddi [23] and Rogers [26].

N denotes the set of natural numbers, {0,1,2,. . . }. ∅ denotes the empty set.
card(S) denotes the cardinality of set S. max(S) and min(S), respectively,
denote the maximum and minimum of a set S, where max(∅) is 0 and min(∅)
is ∞. The symbols ⊆,⊇,⊂,⊃ respectively denote the subset, superset, proper
subset and proper superset relation between sets. A△B denotes the symmetric
difference of A and B: (A ∪ B) − (A ∩ B). The quantifiers ∀∞ and ∃∞ mean
“for all but finitely many” and “there exist infinitely many”, respectively. So

(∀∞n) [P (n)] ⇔ (∃m) (∀n > m) [P (n)] and

(∃∞n) [P (n)] ⇔ (∀m) (∃n > m) [P (n)].

A pair 〈i, j〉 stands for an arbitrary, computable one-to-one encoding of all
pairs of natural numbers onto N [26]. Similarly we can define 〈·, . . . , ·〉 for
encoding n-tuples of natural numbers, for n > 1, onto N.

Any partial recursive function of two arguments is called a numbering. For
a numbering ψ, ψi(x) denotes ψ(i, x). We let Ψ denote a Blum complexity
measure [6] associated with the numbering ψ. We let ψi,s(x) = ψi(x), if x < s

and Ψi(x) < s; ψi,s(x) is undefined if x ≥ s or Ψi(x) ≥ s. We let Wψ
i =

domain(ψi) and Wψ
i,s = domain(ψi,s). We call i a ψ-grammar for Wψ

i .

For numberings ψ and η, ψ ≤ η denotes that there exists a recursive function g
such that Wψ

i = W η
g(i) for all i. ψ ≤A η denotes that there exists an A-recursive

function g such that Wψ
i = W η

g(i) for all i.

E denotes the class of all recursively enumerable (r.e.) subsets of the natural
numbers [26]; an r.e. set is also called a language. F is the class of all finite sets
and I is the class {∅, {0}, {0, 1}, {0, 1, 2}, . . . , {0, 1, . . . , n}, . . .}. A universal
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numbering [26] ψ is a numbering such that, for all L ∈ E , there exists a ψ-
grammar for L. An acceptable numbering [26] ψ is a numbering such that,
for all numberings η, η ≤ ψ. Acceptable numberings are also called Gödel
numberings.

ϕ denotes a fixed acceptable programming system for the partial computable
functions [26]. We let We = Wϕ

e = domain(ϕe). K = {e : e ∈ We}, the
diagonal halting problem, is a standard example for a nonrecursive r.e. set.

Friedberg [11] showed that there exist numberings in which every r.e. language
has exactly one index (grammar). Hence the equivalence problem for gram-
mars is obviously recursive in such numberings; furthermore, one can easily
translate every numbering with a recursive equivalence problem into a Fried-
berg numbering. It might be important to relax this condition and to consider
numberings where the equivalence problem is only K-recursive. K-recursive
equivalence and translations have already received some attention; for exam-
ple Goncharov [15] showed that if two Friedberg numberings of a given family
of r.e. sets are not equivalent but can be K-recursively translated into each
other, then this family has infinitely many non-equivalent numberings.

We are not aware of any common name for numberings with a K-recursive
equivalence problem; thus we refer to them as Ke-numberings, “Ke” standing
for “K-recursive equivalence”.

Definition 1 A Friedberg-numbering is a universal numbering in which every
recursively enumerable set has exactly one grammar. A Ke-numbering is a uni-
versal numbering for which the grammar equivalence problem is K-recursive.

A class L is said to be recursively enumerable if there exists an r.e. set S such
that L = {Wi : i ∈ S}. Note that for a non-empty recursively enumerable class
L, there exists a recursive function h such that L = {Wh(i) : i ∈ N}. A class
L is said to be one-one recursively enumerable iff L is finite or there exists a
recursive function h such that L = {Wh(i) : i ∈ N} and, for all different i, j,
Wh(i) 6= Wh(j).

We now introduce the basic definitions of inductive inference, that is, of Gold-
style computational learning theory.

Definition 2 A sequence σ is a mapping from an initial segment of N into
N ∪ {#}. The content of a finite sequence σ is the set of natural numbers
occurring in σ and is denoted by content(σ). The length of a sequence σ is
the number of elements in the domain of σ and is denoted by |σ|. For a subset
L of N, Seg(L) denotes the set of sequences σ with content(σ) ⊆ L. An
infinite sequence T is a mapping from N to N∪{#}. Furthermore, content(T )
denotes the set of natural numbers in the range of T . T is a text for L iff
L = content(T ).
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Concatenation of two sequences σ and τ is denoted by στ . If x ∈ (N ∪ {#}),
then σx means στ where τ is the sequence consisting of exactly one element
which is x. σ ⊆ τ means that σ is an initial segment of τ and σ ⊂ τ means
that σ is a proper initial segment of τ .

Intuitively, a text for a language L is an infinite stream or sequential presen-
tation of all the elements of the language L in any order and with the #’s
representing pauses in the presentation of the data. For example, the only
text for the empty language is an infinite sequence of #’s. We let T , with
possible subscripts and superscripts, range over texts. T [n] denotes the finite
initial segment of T with length n, that is T [n] is T (0)T (1) . . . T (n−1). σ ⊂ T
denotes the fact that σ is an initial segment of T . Observe that in this case
we have σ = T [|σ|].

Note that one can effectively produce a text for a language L, from its grammar
in a given numbering. Canonical text for Wj (Wψ

j ) denotes such an effective
text.

A learner is an algorithmic mapping from finite sequences to N∪{?}. Output
of ? denotes the fact that the learner does not wish to issue a conjecture on
the input. The elements of N in the output of a learner are interpreted as a
grammar in some predetermined numbering (also called hypotheses space).M ,
with possible superscripts and subscripts, is intended to range over language
learning machines. We say that M(T )↓ iff there exists an i such that, for all
but finitely many n, M(T [n]) = i. In this case we say that M(T )↓ = i; in the
case that there is no such i we say that M(T )↑.

We now give the formal definitions of explanatory (TxtEx) learning, finite
(TxtFin) learning and behaviourally correct (TxtBc) learning.

Definition 3 [10,14,25] Suppose ψ is a numbering and let I be a variable
ranging over the criteria TxtEx, TxtFin and TxtBc which are defined now.

(a) M TxtExψ-identifies a text T just in case (∃i : Wψ
i = content(T ))

(∀∞n)[M(T [n]) = i].

(b) M TxtFinψ-identifies a text T just in case (∃i : Wψ
i = content(T ))

(∃n)[(∀m ≥ n)[M(T [m]) = i] and (∀m < n)[M(T [m]) = ?]].

(c) M TxtBcψ-identifies a text T just in case (∀∞n)[Wψ
M(T [n]) = content(T )].

(d) M Iψ-identifies an r.e. language L (written: L ∈ Iψ(M)) just in case M
Iψ-identifies each text for L.

(e) M Iψ-identifies a class L of r.e. languages (written: L ⊆ Iψ(M)) just in
case M Iψ-identifies each language from L.
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(f) Iψ = {L ⊆ E : (∃M)[L ⊆ Iψ(M)]} and I =
⋃

ψ Iψ.

Note that parts (d)–(f) are not specific to I ∈ {TxtEx,TxtFin,TxtBc}
but also done for other learning criteria introduced later. Furthermore, as ϕ is
acceptable numbering, it holds for all numberings ψ that TxtExψ ⊆ TxtExϕ,
TxtFinψ ⊆ TxtFinϕ and TxtBcψ ⊆ TxtBcϕ. Thus, I = Iϕ for I ∈ {TxtEx,
TxtBc,TxtFin}. For this reason, we often use the notation I-identification
for Iϕ-identification.

Blum and Blum [5] introduced the notion of locking sequences and Fulk [13]
generalized this notion to stabilizing sequences. We use these notions often in
our proofs.

Definition 4 (a) [13] We say that σ is a TxtEx-stabilizing sequence for a
learner M on a set L iff σ ∈ Seg(L) and M(στ) = M(σ) for all τ ∈ Seg(L).

(b) [5] σ is called a TxtExψ-locking sequence for M on L iff σ is a stabilizing

sequence for M on L and Wψ
M(σ) = L.

Lemma 5 [5] Suppose M TxtExψ-identifies L. Then,

(a) there exists a TxtExψ-locking sequence for M on L;

(b) for every σ ∈ Seg(L), there exists a τ ∈ Seg(L) such that στ is a TxtExψ-
locking sequence for M on L;

(c) every TxtEx-stabilizing sequence σ for M on L is also a TxtExψ-locking
sequence for M on L.

Note that the definitions for stabilizing and locking sequence, as well as
Lemma 5, can be generalized to other learning criteria such as TxtBc. We of-
ten omit the term like “TxtExψ” from TxtExψ-locking (stabilizing) sequence,
when it is clear from context.

We assume some fixed one-one ordering of all the finite sequences, σ0, σ1, . . .;
thus, one can talk about the least stabilizing sequence and so on.

Definition 6 (a) [5] M is order independent iff for all texts T , if M(T )↓ = i,
then for all T ′ such that content(T ′) = content(T ), M(T ′)↓ = i.

(b) [13,27] M is rearrangement independent iff for all σ and τ such that
content(σ) = content(τ) and |σ| = |τ |, M(σ) = M(τ).

Given any learner M , one can construct a learner M ′ such that TxtEx(M) ⊆
TxtEx(M ′) and M ′ is rearrangement and order independent [5,13].

In this paper we are mainly interested in learnability in Friedberg numberings
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and Ke-numberings. To this end, for any learning criterion I, we let FrI denote
the union of all Iψ, where ψ is a Friedberg numbering and let KeI denote the
union of all Iψ, where ψ is a Ke-numbering.

3 Ke-Numberings and Friedberg Numberings

In this section, some basic learnability properties are established for Ke-num-
berings and Friedberg numberings. The next result shows that there are quite
natural examples of Ke-numberings:

Proposition 7 If ψ is a universal numbering such that every infinite r.e.
language has only one ψ-grammar, then ψ is a Ke-numbering.

Proof. Given two different indices i, j, search with help of the oracle K until
an x is found such that one of the following conditions hold:

• x ∈ Wψ
i △Wψ

j ;

• (∀y ∈ Wψ
i ∪Wψ

j )[y ≤ x].

The search terminates as either the two sets are different or both are finite
and equal. Having determined x,

Wi = Wj ⇔ Wi ∩ {0, 1, . . . , x} = Wj ∩ {0, 1, . . . , x}.

The above can be checked using the oracle K. 2

Remark 8 Note that the Friedberg numberings and Ke-numberings in this pa-
per are numberings of sets, not of functions. Although they cover all r.e. sets,
they do not cover all partial-recursive functions. The learnability results can
be translated: Given a numbering ψ covering all r.e. sets and a Friedberg num-
bering µ covering all partial-recursive functions, let e0, e1, e2, . . . be a recursive
one-one enumeration of {e : ∃x [µe(x)↓> 0]} and define

νd(x) =











0 if x ∈ Wψ
e and d = 2e;

µek
(x) if µek

(x)↓ and d = 2k + 1;
↑ otherwise.

It is easy to see that (a) ν is a Ke-numbering (for functions) iff ψ is a Ke-
numbering (for sets), (b) ν is a Friedberg numbering (for functions) iff ψ is
a Friedberg numbering (for sets) and (c) all Iψ-learnable classes are also Iν-
learnable.

So considering numberings of all partial-recursive functions does not bring in
really new phenomena except that one has to adapt the notion of Ke-numbering
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to a numbering where {〈i, j〉 : νi = νj} ≤T K. The reason is that there is no
numbering η of all partial-recursive functions such that {e : W η

e = N} ≤T K
as otherwise there would be a numbering of all total-recursive functions.

For the ease of notation, we consider in this paper only numberings which are
universal in the sense that they cover all possible domains of functions and
not in the sense that they cover all partial-recursive functions.

Theorem 9 Suppose ψ is a Ke-numbering. Then, there exists a Friedberg
numbering η such that ψ ≤K η and η ≤K ψ.

Proof. We use a construction similar to that of Kummer [20, pages 29–30].
In our construction the role of I corresponds to the role of J2 in Section 2.1
of Kummer’s thesis; the role of E − I corresponds to J1. A journal version
of Kummer’s proof is available as [21]. Let ψ be a Ke-numbering. There is a
recursive {0, 1}-valued function F such that

• F (i, 0) = 0 for all i;
• (∀∞t) [F (i, t) = 1] iff (∀j < i) [Wψ

j 6= Wψ
i ] and (∃x) [x+ 1 ∈Wψ

i ∧x /∈Wψ
i ];

Now let

W η
0 = N;

W η
〈i,t〉+1 =































Wψ
i if, F (i, t) = 0 and,

for all s > t, F (i, s) = 1;
{x : x < 〈i, t− 1〉} if F (i, t) = 1;
{x : x < 〈i, s− 1〉} if s is the least number with

s > t and F (i, t) = F (i, s) = 0.

Intuitively, for i being the minimal ψ-grammar for an r.e. language not in
{N} ∪ I, 〈i, t〉 + 1 is the (only) η-grammar for Wψ

i , where t is the unique
number such that F (i, t) = 0 and F (i, s) = 1 for all s > t. All the other
η-grammars are for languages in {N} ∪ I, where one makes sure that there is
exactly one η-grammar for each of these languages.

It is easy to verify that η is a Friedberg numbering. Moreover, Wψ
j = W η

r can
be checked using oracle K as follows. As ψ is a Ke-numbering, one can find
using the oracle K the minimal i with Wψ

j = Wψ
i . Then Wψ

i = W η
r iff one of

the following four conditions holds:

• Wψ
i = N and r = 0;

• r = 〈k, t〉 + 1, F (k, t) = 0, k = i and for all s > t, F (i, t) = 1;
• r = 〈k, t〉 + 1, F (k, t) = 1 and Wψ

i = {x : x < 〈i, t− 1〉};
• r = 〈k, t〉 + 1, F (k, t) = 0, s = min({u > t : F (k, u) = 0}) exists and
Wψ
i = {x : x < 〈k, s− 1〉}.
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The k and t in the last three conditions are computed from r, thus these vari-
ables are not quantified. Hence each of the above conditions can be determined
K-recursively. It also follows that one can find, using oracle K, for any given
j the corresponding r with W η

r = Wψ
j and for any given r the minimal i with

Wψ
i = W η

r . Thus, the theorem follows. 2

Note that for Friedberg numberings, the grammar equivalence problem is re-
cursive. Furthermore, as there is only one index per language, every learner
which converges semantically to a language is already converging syntacti-
cally to the language; hence FrTxtBc = FrTxtEx. Theorem 9 implies that
KeTxtEx = FrTxtEx as indices can be translated in the limit from a given
Ke-numbering to a chosen Friedberg numbering. Theorem 21 below shows
that TxtEx = KeTxtEx; note that the proof is delayed to that place as
the theorem actually shows a bit more than just TxtEx = KeTxtEx. These
two results together give the following as our first result. Here note that, for
function learning, Freivalds, Kinber and Wiehagen [12] showed that every ex-
planatorily learnable class of recursive functions is learnable in some Friedberg
numbering.

Theorem 10 TxtEx ⊆ FrTxtEx.

Note that Proposition 28 below shows that no single Friedberg numbering is
enough to learn all the TxtEx-learnable classes.

4 Finite Learning

Freivalds, Kinber and Wiehagen [12] showed that in the context of learning
recursive functions, every finitely learnable class of recursive functions can be
learnt in some Friedberg numbering. In contrast, our next result shows that for
TxtFin, requiring learning in some Friedberg numbering is restrictive. Note
that the following result holds, even if one considers learnability of only infinite
languages (which can be proved by easy cylinderification of the languages in
the class considered in the following proof).

Theorem 11 TxtFin 6⊆ FrTxtFin.

Proof. Let L = {L : (∀x ∈ L)[Wx = L]}. Clearly, L ∈ TxtFin. Suppose
by way of contradiction that M TxtFin-identifies L in Friedberg numbering
ψ. Without loss of generality assume that M does not output more than one
conjecture on any text. Then, by Smullyan’s double recursion theorem [26],
there exist distinct e1, e2 such that We1 ,We2 may be defined as follows.
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Let We1 = {e1, e2} and We2 = {e1, e2}, if there exist τ1 and τ2 such that
content(τi) ⊆ {ei}, M(τ1)↓ 6= ?,M(τ2)↓ 6= ? and M(τ1)↓ 6= M(τ2)↓; otherwise,
let We1 = {e1} and We2 = {e2}. It is easy to verify that Wei

∈ L. Furthermore,
if for some p,M outputs either ? or p, on all sequences in Seg({e1})∪Seg({e2}),
then clearly We1 6= We2 and thus M does not TxtFinψ-identify L. On the
other hand, if there exist τ1, τ2 such that τi ∈ Seg({ei}),M(τ1)↓ 6= ?,M(τ2)↓ 6=
? andM(τ1)↓ 6= M(τ2)↓, thenWe1 = We2 andM does not TxtFinψ-identify L
(as ψ is a Friedberg numbering). In either case, M does not TxtFinψ-identify
L. 2

A learner is prudent [24] if it only outputs grammars (in a given number-
ing used as hypotheses space) for the languages it learns (according to a
given criterion). We denote prudent learning by attaching “Prudent” to
the name of the criteria. One can strengthen the above proof to show that
PrudentTxtFin 6⊆ FrTxtFin. This can be done by using the class L =
{We1(M),We2(M) : M is a learning machine}, where e1(M) and e2(M) denote
the values of e1 and e2 as in the proof above, obtained effectively from the
learner M .

Remark 12 In contrast to Theorem 11, one can show that several natural
classes are finitely learnable in Friedberg numberings. The main idea is to use
the even indices to provide a one-one numbering of a natural class of sets and
to use the odd indices to make a Friedberg numbering of all remaining r.e.
sets. Hence, for every n ∈ N, {S : card(S) = n} ∈ FrTxtFin. Furthermore,
{{〈i, j〉 : j ∈ N} : i ∈ N} ∈ FrTxtFin. Another natural class in FrTxtFin

is {S : (∃i) [S ⊆ {〈i, j〉 : j ∈ N} and card(S) = f(i)]} for some recursive
function f where only non-empty sets S are considered.

Our next result gives a characterization of FrTxtFin-learning for uniformly
recursively enumerable classes.

Theorem 13 A recursively enumerable class is in FrTxtFin iff it is one-one
recursively enumerable and in TxtFin.

Proof. Suppose L is r.e. and L ∈ FrTxtFin. LetM and Friedberg numbering
ψ be such that L ⊆ TxtFinψ(M). If L is finite, then the theorem immediately
follows. So assume L is infinite. Let red be a recursive function such that
Wψ
i = Wred(i), for all i. Let

S = {red(i) : (∃L ∈ L)(∃σ ∈ Seg(L))[M(σ) = i]}.

Let h(j) denote the (j + 1)-st element in some one-one enumeration of S. It
is easy to verify that h witnesses that L is one-one recursively enumerable.

Now suppose L is one-one recursively enumerable and L ∈ TxtFin as wit-
nessed by M . Without loss of generality assume L is infinite. Let h be such
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that L = {Wh(i) : i ∈ N} and, for all different i, j, Wh(i) 6= Wh(j). Without
loss of generality assume that M only outputs conjectures of form h(j) on any
input (whether from or outside the class L).

Before defining the numbering ψ, we need to introduce an auxiliary function
F which converges to 1 on minimal indices of non-members of L ∪ I ∪ {N}
and outputs infinitely many zeroes on other inputs. More precisely, there is a
{0, 1}-valued recursive function F satisfying the following requirements:

• F (i, 0) = 0 for all i;
• (∀∞t) [F (i, t) = 1] iff (∀j < i) [Wj 6= Wi] and (∃x) [x+1 ∈Wi∧x /∈Wi] and

either (∀σ ∈ Seg(Wi)) [M(σ) = ?] or (∃σ ∈ Seg(Wi)) [M(σ) 6= ? ∧WM(σ) 6=
Wi].

It is easy to verify that the second condition is a Σ2 condition. Hence such a
function F exists. Now the numbering ψ is defined as follows.

• Wψ
3e = Wh(e).

• Wψ
3〈i,t〉+1 = Wi, if F (i, t) = 0 and for all s > t, F (i, s) = 1. Otherwise,

Wψ
3〈i,t〉+1 will be spoiled and becomes some set from I not assigned to any

other value.
• Wψ

3e+2 is either N or a member of I.

We assume that the Wψ
3e+1 which are spoiled and Wψ

3e+2 together enumerate
I ∪ {N} in one-one fashion (except for the unique element of I ∪ {N}, if any,
which belongs to L).

It is now easy to verify that ψ is a Friedberg numbering and one can TxtFinψ-
identify L by outputting 3e, whenever M outputs h(e). 2

The above does not give a characterization of FrTxtFin, as the following the-
orem shows that there does exist a class in FrTxtFin which is not contained
in any TxtFin-learnable recursively enumerable class.

Theorem 14 There exists a class L ∈ FrTxtFin which is not contained in
any r.e. class in TxtFin.

Proof. Let He = {Wi : i ∈ We} denote the e-th recursively enumerable class.
Let

Le =











{〈e, 1〉} if there exists a j ∈We such that
{〈e, 0〉, 〈e, 1〉} ⊆Wj;

{〈e, 0〉, 〈e, 1〉} otherwise.

Let L = {Le : e ∈ N}. On one hand one can show that L is not contained in
any r.e. class in TxtFin: If Le = {〈e, 1〉}, then He contains a proper superset
of Le and is either not learnable or does not contain Le; if Le = {〈e, 0〉, 〈e, 1〉},
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then He does not contain Le by the condition to choose Le. Hence in each
case, either He is not TxtFin-learnable or does not contain Le.

On the other hand, it is easy to construct a Friedberg numbering ψ where
the ψ-grammars for sets containing at most two elements can be effectively
found from the set. Now consider the learner which outputs a ψ-grammar for
{〈e, 0〉, 〈e, 1〉}, if it sees 〈e, 0〉 in the input. The learner outputs a ψ-grammar
for {〈e, 1〉}, if it sees 〈e, 1〉 in the input and it can verify in time within the
length of the input that {〈e, 0〉, 〈e, 1〉} ⊆ Wj , for some j ∈ We. It is easy to
verify that the above learner TxtFinψ-identifies L. 2

In contrast to this, finite learning is preserved when all Ke-numberings are
permitted as hypotheses spaces.

Theorem 15 TxtFin ⊆ KeTxtFin.

Proof. Suppose a TxtFin-learner M is given. Without loss of generality
assume that if M outputs a conjecture on some text for L, then it outputs a
conjecture on all texts for L.

Before defining the numbering ψ, we need to introduce an auxiliary function
F which converges to 1 on minimal indices of non-members of TxtFin(M)
and outputs infinitely many zeroes on other inputs. More precisely, there is a
{0, 1}-valued recursive function F satisfying the following requirements:

• F (i, 0) = 0 for all i;
• (∀∞t) [F (i, t) = 1] iff (∀j < i) [Wj 6= Wi] and either (∀σ ∈ Seg(Wi)) [M(σ) =

?] or (∃σ ∈ Seg(Wi)) [M(σ) 6= ? ∧WM(σ) 6= Wi].

It is easy to verify that the second condition is a Σ2 condition. Hence such a
function F exists. Now the numbering ψ is defined as follows.

Let Wψ
2〈i,t〉 = Wi, if F (i, t) = 0 and F (i, t′) = 1 for all t′ > t. Wψ

2〈i,t〉 is a finite
subset of Wi otherwise.

For defining Wψ
2i+1, let Rs(i, j) be true iff i ≤ s and there exists a σ such that

|σ| ≤ s, content(σ) ⊆ Wi,s and M(σ) = j. Let R∗
s be transitive closure of Rs.

Furthermore, let Wψ
2i+1 =

⋃

s∈Si
[
⋃

j:R∗

s(i,j)Wj,s], where Si = {s : Rs(i, i) and
(∃t > s) (∀j, j′) [(R∗

s(i, j) ∧R
∗
s(i, j

′)) ⇒Wj,s ⊆ Wj′,t]}.

Now, 2〈i, j〉 and k are equivalent ψ-grammars iff 2〈i, j〉 = k or both Wψ
2〈i,j〉

and Wψ
k are finite and equal.

Furthermore, 2i+1 and 2j+1, where i 6= j, are equivalent ψ-grammars iff for
some s, R∗

s(i, j) and R∗
s(j, i) holds and s ∈ Si ∩ Sj or both Wψ

2i+1 and Wψ
2j+1

13



are finite and equal. Thus ψ is a Ke-numbering.

Also, one can TxtFin-identify TxtFin(M) in the numbering ψ by outputting
2M(σ) + 1, on any input σ. 2

5 Explanatory Learning with Additional Constraints

A learner is said to be confident [24] if it converges on all input texts, irre-
spective of whether the text is for a language in the class to be learnt or not.
We denote confident learning by attaching “Conf” to the name of the crite-
ria. The following theorem shows that confident learning in some Friedberg
numbering can be achieved for every confident learnable class.

Theorem 16 ConfTxtEx = ConfFrTxtEx.

Proof. It suffices to show ConfTxtEx ⊆ ConfFrTxtEx. Suppose M is a
confident TxtEx-learner for L. Without loss of generality assume that M is
order independent.

Let L′ = {Wj : there exists a least stabilizing sequence σ for M on Wj and
it satisfies M(σ) = j}. Note that L ⊆ L′ and M TxtEx-identifies L′. By
Theorem 10 there exists a Friedberg numbering η and a learner M ′ which
TxtExη-identifies L′.

Define M ′′ as follows. M ′′(T ) searches for the least stabilizing sequence σ
for M on content(T ). Let j = M(σ). M ′′ then searches for least stabilizing
sequence τ for M on Wj. Note that both these searches stabilize as M is a
confident learner. If σ = τ , then M ′′(T ) converges to M ′(T ′), where T ′ is the
canonical text for Wj. Otherwise M ′′(T ) converges to 0. It is easy to verify
that M ′′ TxtExη-identifies L′ and M ′′ is confident. 2

Even though every class which is Confidently learnable can be learnt in Fried-
berg numberings, there is still a subtle difference between learning in Friedberg
numberings and acceptable numberings.

Remark 17 Let L1 = {L : L 6= ∅ and Wmin(L) = L}. Let L2 = {L : card(L) ≥
2 and Wmin(L−{min(L)}) = L}. It is easy to see that both L1 and L2 are in
ConfTxtEx. However, L1∪L2 6∈ TxtEx as can be shown by using the idea of
the proof of Case [9] that TxtFEx2 6⊆ TxtEx (here TxtFEx2 learning allows
a learner to eventually vacillate among up to 2 grammars for the language
being learnt — we refer the reader to [9] for details). So ConfTxtEx is not
closed under union for acceptable numberings.
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However, confident learning is closed under union, if a Friedberg numbering
or Ke-numbering is used.

Proposition 18 Suppose ψ is a Ke-numbering and suppose that L1,L2 ∈
ConfTxtExψ. Then L1 ∪ L2 ∈ ConfTxtExψ.

Proof. Suppose M1,M2 witness that L1,L2 ∈ ConfTxtExψ, respectively.
Furthermore, there exists a limit-recursive function F which computes a value
F (i, j) such that F (i, j) ∈ Wψ

i △ Wψ
j whenever Wψ

i 6= Wψ
j . Note that F

always converges, even if the two sets are equal; such an F exists because ψ
is a Ke-numbering. Let (Fn)n∈N be a recursive approximation to F . Define a
new learner M on a text T as follows.

Let T and n be given. Let x = Fn(M1(T [n]),M2(T [n])).
If x ∈ WM1(T [n]),n ⇔ x ∈ content(T [n]),
then M(T [n]) = M1(T [n]),
else M(T [n]) = M2(T [n]).

In the limit, M1 converges on T to some index i and M2 to some index j.
Furthermore, limn→∞ Fn(i, j) exists and is some value x. If x ∈ Wi ⇔ x ∈
content(T ), then M converges to i else M converges to j. In the case that
Wi = Wj, it does not matter which choice M takes. In case Wi 6= Wj , then
x ∈ Wi ⇔ x 6∈ Wj and M(T ) converges to i (respectively, M(T ) converges to
j) if x ∈ content(T ) ⇔ x ∈ Wi (respectively, x ∈ content(T ) ⇔ x ∈ Wj). It
follows that M confidently TxtExψ-identifies L1 ∪ L2. 2

In contrast to confidence, several other properties do not preserve their full
learning power when using Friedberg numberings instead of Gödel numberings
as hypotheses spaces.

A learner is said to be U-shaped on L (see [3,7,8]), if on some text T for L,
for some n,m, k with n < m < k, M(T [n]) and M(T [k]) are grammars for
L (in the numbering being used as hypotheses space), but M(T [m]) is not
a grammar for L. A learner is said to be non U-shaped on L if it is not U-
shaped on L. A learner NUShI-identifies a class L if it I-identifies L and is
non U-shaped on each L ∈ L.

The following theorem shows that even simple classes such as F , the class of
all finite sets, fail to be NUShTxtEx-identified in Friedberg numberings.

Theorem 19 F 6∈ NUShFrTxtEx.

Proof. Suppose by way of contradiction thatM witnesses F ∈ NUShTxtExη,
where η is a Friedberg numbering. Thus, for all σ, ifM(σ) = i and content(σ) ⊂
W η
M(σ), then W η

i is infinite (otherwise, M is U -shaped on some text for W η
M(σ),

as there exists a τ extending σ such that content(τ) = content(σ) and M(τ)
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is an η-grammar for content(σ) and furthermore, there exists a γ extending τ
such that content(γ) = W η

M(σ) and M(γ) is a η-grammar for W η
M(σ)). It is then

easy to verify that W η
i is infinite iff (a) there exists a σ such that M(σ) = i

and content(σ) ⊂W η
i ; or (b) for all σ such that M(σ) = i, content(σ) 6⊆W η

i .

This gives a ∆2 procedure for enumerating all infinite r.e. sets, a contradiction
to well known result [26]. 2

Conservative learning [2,33] requires that a learner does not abandon a hy-
pothesis which is consistent with the input seen so far. Strong monotonicity
[18] is a requirement that learners always output larger and larger hypothesis:
for all texts T and m,n with m < n, Wψ

M(T [m]) ⊆ Wψ
M(T [n]) (where ψ is the

numbering used as hypotheses space). Monotonicity is the related requirement
that for all sets L in the class to be learnt, for all texts T for L and all m,n
with m < n, Wψ

M(T [m]) ∩L ⊆Wψ
M(T [n]) ∩L. The following result can be proven

by the same idea as the above; namely the class of all infinite sets would be
uniformly recursively enumerable if F would be learnable under one of these
criteria.

Theorem 20 The class F is not conservatively, prudently, monotonically or
strong monotonically learnable in Friedberg numberings.

However, prudence is not restrictive for Ke-numberings.

Theorem 21 TxtEx ⊆ PrudentKeTxtEx.

Proof. Suppose a TxtEx-learner M is given. Without loss of generality as-
sume that either M TxtEx-identifies N or M TxtEx-identifies each member
of I, the class of all initial segments of N (see [13]).

Let F (·, ·) be a recursive function such that limt→∞ F (i, t) converges to σ, if σ
is the least stabilizing sequence for M on Wi; limt→∞ F (i, t) does not converge,
if there exists no such σ.

Let G(·, ·) be a recursive function such that limt→∞G(i, t) converges to 1 iff i
is the least ϕ-grammar for Wi; limt→∞G(i, t) does not converge if i is not the
least ϕ-grammar for Wi.

By standard arguments, F and G as above exist. Let Y = N if M TxtEx-
identifies N. Otherwise, Y = ∅. Thus, M TxtEx-identifies Y ∪ S, for each
S ∈ I. We define the Wψ indexing as follows.

Wψ
2〈j,m,t〉 = Wj , if the following properties hold for all s ∈ N:

• M(σm) = j;
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• if s = t− 1, then F (j, s) 6= F (j, t);
• if s ≥ t, then F (j, s) = σm.

Otherwise, Wψ
2〈j,m,t〉 = Y ∪ {x : x < s} for the least s where one of the above

properties fails.

Intuitively, the above properties checked if M(σm) = j, σm is the least stabi-
lizing sequence for M on Wj and t is the convergence point for F (j, ·).

Let Wψ
2〈j,m,t〉+1 = Wj , if the following properties hold for all s ∈ N:

• if s = t− 1, then G(j, s) = 0;
• if s ≥ t, then G(j, s) = 1;
• if m = 0, then there exists an s′ > s such that F (j, s′) 6= F (j, s);
• if m = 〈v, w〉 + 1 ∧ s = v − 1, then F (j, s) 6= F (j, v);
• if m = 〈v, w〉 + 1 ∧ s > v, then F (j, s) = F (j, v);
• if m = 〈v, w〉+ 1, then there is an s′ ≥ s such that [w = min(WM(F (j,v)),s′ △
Wj,s′)].

Otherwise, Wψ
2〈j,m,t〉+1 = Wj,s, for the least s for which one of the above prop-

erties fails.

Intuitively, the first two properties above check if G(j, ·) converges to 1, with t
being the convergence point for G(j, ·). The third property checks, for m = 0,
whether F (j, ·) diverges. The fourth to sixth properties check, form = 〈v, w〉+
1, whether v is the convergence point for F (j, ·) and w = min(WM(F (j,v))△Wj).

Claim 22 (a) If M has a least stabilizing sequence on L which is also a locking
sequence for M on L, then 2〈j,m, t〉 is a ψ-grammar for L, where M(σm) = j,
and σm is the least stabilizing sequence for M on L and t is the convergence
point for F (j, ·).

(b) ψ is a universal numbering (though not acceptable).

(c) every infinite recursively enumerable language L, except possibly for N, has
exactly one ψ-grammar.

(d) N has exactly one ψ-grammar, except possibly for grammars of the form
2〈j,m, t〉 which eventually follow the otherwise-clause in the definition of Wψ

above.

(e) M has a least stabilizing sequence for each Wψ
2i which is also a locking

sequence for M on Wψ
2i.

We now prove the claim and then continue with the main proof.
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Part (a) follows from the definition of Wψ
2〈j,m,t〉.

For (b), suppose L is r.e., If M has a least stabilizing sequence on L, which is
also a locking sequence for M on L, then part (a) gives a ψ-grammar for L.

Otherwise, let i be the least ϕ-grammar for L. Let t be the convergence point
forG(i, ·). IfM does not have a least stabilizing sequence on L, then 2〈i, 0, t〉+1
is the ψ-grammar for L. Otherwise, let v be the convergence point of F (i, ·).
Let w = min(WM(σ) △Wj), where σ = F (i, v). Then, 2〈i, 〈v, w〉 + 1, t〉 + 1 is
a ψ-grammar for L.

For (c) note that if M has a least stabilizing sequence on L, which is also
a locking sequence for M on L, then the proof of part (a) gives the only ψ-
grammar for L. Otherwise the proof of part (b) gives the only ψ-grammar for
L.

Part (d) can be proved similarly to part (c).

Part (e) follows directly from the definition of Wψ
2〈j,m,t〉: either σm is the least

stabilizing sequence for M on Wj with t being convergence point for F (i, ·)

and M(σm) = j (thus, Wψ
2〈j,m,t〉 = Wj) or Wψ

2〈j,m,t〉 = Y ∪ S for some S ∈ I.
Hence, (e) holds.

This completes the proof of the claim. Note that the ψ-grammars 2〈j,m, t〉,
which follow the otherwise-clause in the definition, are either all grammars for
N or are all ψ-grammars for finite sets. Thus, essentially Proposition 7 can be
used to show that ψ is Ke-numbering. Using part (a) and (e) of the claim,
prudent learning of TxtEx(M) follows easily as, on input σ, a learner can
search for the least t and m such that the following three conditions hold:

• σm ∈ Seg(content(σ)),
• M(σm) = M(σmτ) for all τ such that |τ | ≤ |σ| and τ ∈ Seg(content(σ)),
• for all t′ such that t ≤ t′ ≤ |σ|, F (M(σm), t′) = σm.

If t and m are found, then the learner outputs 2〈M(σm),m, t〉, else the learner
outputs 0. Note that learner only uses grammars of form 2i. It is easy to verify
that M learns all languages of form Wψ

2〈j,m,t〉 (which, by part (a) of the above
claim, includes all languages TxtEx-identified by M). Thus, M is a prudent
learner. 2

Similar proofs can be used to show that non U-shaped learning and conserva-
tiveness are not restrictive for Ke-numberings.

Theorem 23 TxtEx ⊆ NUShKeTxtEx.
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Proof-Sketch. The proof for this result is similar to the proof of Theorem 21.
For this theorem, in the otherwise-clause of definition of Wψ

2〈j,m,t〉, we make

Wψ
2〈j,m,t〉 to be outside the class being learnt (thus Y will be N if M does not

TxtEx-identify N; otherwise Y will be {x : x ≤ max(content(τ))}, where τ is
some fixed stabilizing sequence for M on N). Other parts of the construction
are as before. For identification, on input text T , at any stage n, one searches
for the least sequence σm ∈ Seg(content(T [n])) which satisfies

(∀τ ∈ Seg(content(T [n])) : |τ | ≤ n)[M(σmτ) = M(σm)].

Then, the learner computes j = M(σm) and the least t ≤ n, such that
F (j, t′) = σm for all t′ with t ≤ t′ ≤ n. If such m, t are not found, then
the learner does not change its previous hypothesis and goes to stage n + 1.
If such j,m, t are found, then the learner outputs 2〈j,m, t〉. The learner now
goes to stage n+ 1 only if it discovers that t is not the convergence point for
F (j, ·) or σm is not a stabilizing sequence for M on content(T ). We omit the
details. 2

Theorem 24 Every class which can be conservatively TxtEx learnt can be
conservatively learnt in some Ke-numbering.

Proof-Sketch. This proof is also similar to the proof of Theorem 21. Here
we do not assume that M identifies N or each member of I (as this cannot be
assumed without loss of generality for conservative learning). However, that
is fine as the Y is not needed in the modified construction here.

For this theorem, in the otherwise-clause of definition of Wψ
2〈j,m,t〉, we make

Wψ
2〈j,m,t〉 to be Wj,s for some s. Other parts of the construction are as before.

For identification, on input text T , at any stage n, one searches for the least
sequence σm ∈ Seg(content(T [n])) which satisfies

(∀τ ∈ Seg(content(T [n])) : |τ | ≤ n)[M(σmτ) = M(σm)].

Then, one computes j = M(σm) and the least t ≤ n, such that F (j, t′) = σm
for all t′ with t ≤ t′ ≤ n. If such m, t are not found, then the learner does
not change its previous hypothesis and goes to stage n + 1. If such m, t are
found, then the learner outputs 2〈j,m, t〉. Note that, by conservativeness of
M , if M learns the input language, then the input language cannot be proper
subset of Wj and hence Wψ

2〈j,m,t〉. The learner now goes to stage n+1 only if it

discovers that (a) t is not the convergence point for F (j, ·) and Wψ
2〈j,m,t〉 does

not contain the input language (note that if t is not the convergence point for
F (j, ·), thenWψ

2〈j,m,t〉 would be made finite by otherwise-clause eventually; thus

one can eventually discover if Wψ
2〈j,m,t〉 does not contain the input language)

or (b) σm is not a stabilizing sequence for M on content(T ) (in which case,
by conservativeness of M , Wj and thus Wψ

2〈j,m,t〉 does not contain the input
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segment, as seen at the time when it is discovered that σm is not a stabilizing
sequence for M). We omit the details. 2

Remark 25 An iterative learner [28,29] does not remember its history, but
bases its conjecture on just the latest input and its previous conjecture. The
proof of Theorem 19 can be easily modified to show that F cannot be iteratively
learnt in any Friedberg numbering. It is open at present whether every itera-
tively TxtEx-learnable class can be learnt iteratively in some Ke-numbering.

A learner is said to be consistent [1,4,32] if for all σ, content(σ) ⊆ Wψ
M(σ), where

ψ is the numbering used for hypotheses space. There have been three different
versions of consistency studied in the literature. The notion considered here
is often referred to as TCons (see [32]) where the “T” indicates that the
learner has to be consistent on all total functions. RCons (see [19]) refers to
consistent learning when the learners are total, but may not be consistent on
inputs outside the class. In Cons learning (see [4]) the requirement is further
relaxed to allow the learners to be partial: the learner may be defined and
consistent only on inputs from the class being learnt. Theorem 27 can be
extended to Cons, too. We do not yet know if the result extends to RCons.

Remark 26 For every n ∈ N, there exists a Friedberg numbering η and a pru-
dent, strongly monotonic and consistent learner M which TxtExη-identifies
{S : card(S) ≤ n}.

Theorem 27 Every consistently learnable class can be learnt consistently in
some Friedberg numbering.

Proof. Suppose M consistently TxtEx-identifies L in the acceptable num-
bering ϕ. Without loss of generality assume that either M TxtEx-identifies N

or M TxtEx-identifies all members of I. Let F , G and ψ be as defined in the
Proof of Theorem 21. Then, Wψ

2〈j,m,t〉 = Wj, if M(σm) = j, F (j, ·) converges
to σm and t is the convergence point of F (j, ·).

Let η be a Friedberg numbering such that ψ ≤K η (such η exists by Theo-
rem 9). Let H be a recursive function such that for all i, lims→∞H(i, s)↓ and
is a η-grammar for Wψ

i . Thus, either H(2〈j,m, t〉, s) is an η-grammar for Wj,
or M(σm) 6= j or F (j, t) 6= σm, or t is not the convergence point for F (j, ·) or
H(2〈j,m, t〉, s′) 6= H(2〈j,m, t〉, s), for some s′ ≥ s. We define M ′ as follows.

• M ′(σ) first determines j = M(σ) and the least m such that σm ∈
Seg(content(σ)) and M(σm) = M(τ) holds for all τ ∈ Seg(content(σ))
satisfying |τ | ≤ |σ| and σm ⊆ τ .

• If M(σm) 6= j or F (j, |σ|) 6= σm, then M ′(σ) outputs an arbitrary η-
grammar i such that W η

i ⊇ content(σ).
• Otherwise, M ′ computes least t such that F (j, t′) = σm, for all t′ with
t ≤ t′ ≤ |σ|. M ′ then waits until one of the following conditions hold:
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(a) W η
H(2〈j,m,t〉,|σ|) enumerates content(σ);

(b) a t′ ≥ t is found such that F (j, t′) 6= σm;
(c) a s′ ≥ |σ| is found such that H(2〈j,m, t〉, s′) 6= H(2〈j,m, t〉, |σ|).

• In case (a), M ′ outputs H(2〈j,m, t〉, |σ|).
• In case (b) or (c), M ′ outputs an arbitrary η-grammar i such that W η

i ⊇
content(σ).

It is easy to see that M ′ is defined on all inputs as either σm is not the least
stabilizing sequence for M on Wj or t (as in the definition of M ′) is not the
convergence point of F (j, ·) or H(2〈j,m, t〉, |σ|) 6= lims′→∞H(2〈j,m, t〉, s′),
or H(2〈j,m, t〉, |σ|) is an η-grammar for Wj and thus W η

H(2〈j,m,t〉,s) contains
content(σ), as M is consistent.

Thus, it is easy to verify that M ′ is consistent (for numbering η as hypotheses
space), and M ′ on any text T for L ∈ L converges to lims′→∞H(2〈j,m, t〉, s′),
where σm is the least stabilizing sequence for M ′ on L, M(σm) = j and t is
the convergence point for F (j, ·). It follows that M ′ TxtExη-identifies L. 2

6 Learning with Respect to a Fixed Friedberg Numbering

We now investigate how powerful it is to learn with respect to one fixed Fried-
berg numbering. While TxtEx = TxtExϕ for every acceptable numbering ϕ,
there is no optimal Friedberg numbering in this sense. This result can also be
shown using the result of [12] that for every Friedberg numbering η (for partial
functions), one can find an explanatory learnable class of functions, which is
not explanatory learnable using η as hypothesis space. Theorem 29 and Re-
mark 30 below show that there is an adversary Friedberg numbering ψ such
that TxtExψ ⊆ TxtExη for every universal numbering η. This is language
learning counterpart of the result from [12] that, for function learning, there
exists a Friedberg numbering in which only finite classes of recursive functions
can be learnt.

Proposition 28 Let η be a Ke-numbering and L1,L2 be as in Remark 17.
Then either L1 /∈ TxtExη or L2 /∈ TxtExη. In particular, TxtEx 6= TxtExη.

Proof. Let L1 and L2 be as defined in Remark 17. Note that if Li ∈ TxtExη,
then Li ∈ ConfTxtExη. To see this for L1, supposeM is a TxtExη learner for
L1. Define M ′ as follows. On input text T , M ′ first finds e = min(content(T ))
in the limit. Then, it determines, in the limit, if e = min(We). If not, then
M ′(T ) converges to 0. Otherwise, M ′(T ) converges to M(T ′), where T ′ is
canonical text for We. It is easy to verify that M ′ is confident and TxtExη-
identifies L1.
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Thus, if both L1,L2 belong to TxtExη, then by Proposition 18, L1 ∪ L2 ∈
ConfTxtExη, a contradiction to Remark 17. 2

Theorem 29 There exists a Friedberg numbering ψ such that every class in
TxtExψ contains only finitely many infinite languages.

Proof. Let ϑ be a Friedberg numbering and V0, V1, V2, . . . be a uniformly r.e.
sequence of cofinite sets such that the function f mapping e to max(Ve) is
total and satisfies f(e) > ϕKi (j) whenever ϕKi (j) is defined and i, j ≤ e. Such
a set Ve can be defined as follows. Let g(i, j, s) be such that lims→∞ g(i, j, s) =
ϕKi (j) (where the limit lims→∞ g(i, j, s) does not exist, if ϕKi (j) is undefined).
Now let x ∈ Ve iff x > 0 and there are no i, j ≤ e such that x = 1 +
max({i, j, si,j, g(i, j, si,j)}), where si,j is the convergence point of g(i, j, ·), if
any. Let Vi,x denote Vi enumerated within x steps. Now define a numbering η
such that

x ∈W η
〈i,j〉 ⇔ j /∈ Vi,x ∧ j + 1, j + 2, . . . , j + x ∈ Vi ∧ x ∈W ϑ

i .

In other words, for each i and all j 6= f(i), W η
〈i,j〉 is finite and W η

〈i,f(i)〉 = W ϑ
i .

As W ϑ is a Friedberg numbering, one can conclude that in the numbering η,
every infinite set has exactly one index. Finite sets may have several indices.
Thus, η is a Ke-numbering by Proposition 7. Here note that, for infinite W ϑ

i ,
only η-grammar for W ϑ

i is 〈i, f(i)〉.

Then by Theorem 9 there is a Friedberg numbering ψ and a K-recursive
function g such that, for all k, W η

k = Wψ
g(k). Here note that ψ-grammar for

W ϑ
i is g(〈i, f(i)〉).

Now consider any class L in TxtExψ and a witness M for this. One can
define a partial K-recursive function h such that h(i) is the index to which
M converges to on the canonical text of W ϑ

i ; h(i) is undefined if M does not
converge on this canonical text. There is a partial-recursive function ϕKe such
that ϕKe (i) is the component j of the first pair 〈k, j〉 with g(〈k, j〉) = h(i)
whenever h(i) is defined. Now if i > e and W ϑ

i is infinite, then ϕKe (i) is either
undefined or less than f(i), hence h(i) 6= g(〈i, f(i)〉), the only ψ-grammar for
W ϑ
i . As a consequence, L contains only finitely many infinite sets. 2

Remark 30 If L is a TxtEx-learnable class containing only finitely many
infinite languages, then L is in TxtExη for every universal numbering η.

Recall that L is inclusion free if there are no L,H ∈ L with L ⊂ H. Note that
every finite inclusion-free class L is finitely learnable with respect to every
universal numbering; the next result shows that for some numberings also the
converse is true.

Proposition 31 There is a Friedberg numbering ψ such that a class L is in
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TxtFinψ iff L is finite and inclusion-free.

Proof. Let µ be a one-one numbering of all r.e. sets L with card(N−L) 6= 1.
Note that there exists such a numbering.

Let S be a simple set such that there is a non-recursive enumeration a0, a1, a2, . . .
of the elements of N − S such that

• for all n there is an m with an = 〈n,m〉 and
• for all n and e < n, if ϕe(n)↓, then an > ϕe(n).

Let e0, e1, e2, . . . denote a recursive one–one enumeration of S. Then, for e =
〈n,m〉, define Wψ

e as follows:

x ∈Wψ
e ⇔ (e 6= ex) ∧ (e ∈ S ∨ x ∈ W µ

n ).

It is easy to verify that ψ is a Friedberg numbering. Now consider any finite
learner M . Note that M TxtFinψ-learns at most finitely many sets in {L :
card(N − L) = 1}, as any finite set belongs to almost all members of {L :
card(N − L) = 1}. Now we argue that M TxtFinψ-learns at most finitely
many languages of form W µ

n . Define ϕe such that ϕe(n) is the only grammar
(if any) output by M on canonical text for W µ

n . Now, for all n > e, ϕe(n) < an,
which is the only ψ-grammar forW µ

n . Thus,M can TxtFinψ-identifyW µ
n , only

for n ≤ e. It follows that M TxtFinψ-identifies only finitely many sets. Also
clearly, if L ⊂ H then no class containing both L and H can be TxtFinψ-
identified. 2

7 Behaviourally Correct Learning and Its Variants

TxtFEx-learning [9] denotes TxtBc-learning with the additional constraint
that the learner outputs only finitely many distinct conjectures on a text for
an input language from the class to be learnt. As TxtFEx 6⊆ TxtEx, the
next result establishes that behaviourally correct learning in Ke-numberings
is more powerful than explanatory learning in acceptable numberings.

Theorem 32 TxtFEx ⊆ KeTxtBc.

Proof. One defines the following numbering ψ recursively. Wψ
〈i,n〉 is enumer-

ated according to the following two steps:

1. Enumerate more and more of Wi until a j < i is found such that Wj,n ⊆Wi

and Wi,n ⊆ Wj.

2. If and when such a j as above is found, wait until it is found that Wψ
〈i,n〉

enumerated until now is contained in Wψ
〈j,n〉. If this never happens, then no
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further number is enumerated in Wψ
〈i,n〉. Otherwise, Wψ

〈i,n〉 follows Wψ
〈j,n〉.

First it is proven that ψ is a universal numbering. More precisely, one shows
that, for all j and for all but finitely many n, Wψ

〈j,n〉 = Wj.

To see this, consider for given j the set S = {i ≤ j : Wi = Wj} and let m be
so large that, for all i ∈ S, for all k ≤ j such that k 6∈ S, either Wk,m 6⊆ Wi or
Wi,m 6⊆ Wk. It is then easy to see, by induction on elements i of S, that, for
all n ≥ m, W〈i,n〉 = Wi = Wj. So ψ is a universal numbering.

Next, for given M , TxtFEx(M) ⊆ TxtBcψ, is shown. This holds as one can
convert M(σ) to 〈M(σ), |σ|〉 to achieve TxtBcψ-learning of TxtFEx(M).

It remains to show that grammar equivalence problem for ψ is K-recursive.
Note that for each 〈i, n〉, one can find in the limit p(i, n) such that for some
i0 = i > i1 > . . . > ir = p(i, n), for w < r, Wψ

〈iw,n〉
eventually follows Wψ

〈iw+1,n〉

and Wψ
〈ir ,n〉

does not follow any other grammar in the construction above.

Thus, determining equivalence of Wψ
〈i,n〉 and Wψ

〈j,m〉 is same as determining

equivalence of Wψ
〈p(i,n),n〉 and Wψ

〈p(j,m),m〉. Now, Wψ
〈p(i,n),n〉 and Wψ

〈p(j,m),m〉 are

same iff Wψ
〈p(i,n),n〉 and Wψ

〈p(j,m),m〉 are both finite and same or p(i, n) = p(j,m)

and Wψ
〈p(i,n),n〉 and Wψ

〈p(j,m),m〉 never leave step 1 in the construction above.
Thus, one can solve grammar equivalence problem for ψ using oracle K. 2

Note that FrTxtBc = FrTxtFEx = FrTxtEx and KeTxtFEx = KeTxtEx.
These equivalences, together with Theorem 32, give the following proper in-
clusion for behaviourally correct learning; unfortunately it is still unknown
whether KeTxtBc = TxtBc.

Corollary 33 FrTxtBc ⊂ KeTxtBc.

Note that TxtFEx ⊆ KeTxtBc by Theorem 32. Furthermore, TxtFEx 6⊆
NUShTxtBc [7]. Thus one obtains the following corollary.

Corollary 34 NUShKeTxtBc ⊂ KeTxtBc.

Recall that for Friedberg numberings explanatory and behaviourally correct
learning coincide. Hence Theorem 19 also shows that F /∈ NUShFrTxtBc.
Furthermore, Theorem 23 shows that F is in NUShKeTxtEx as well as
in NUShKeTxtBc. This establishes the first proper inclusion in the chain
NUShFrTxtBc ⊂ NUShKeTxtBc ⊂ NUShTxtBc; the second proper
inclusion is proven in the next theorem.

Theorem 35 NUShKeTxtBc ⊂ NUShTxtBc.
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Proof. For all e, define auxiliary sets Ae = {e} ∪ {e + x : x ∈ We} and
Be = {x : x ≥ e}. The class L = {L : L 6= ∅ and Amin(L) ⊆ L and card(L −
Amin(L)) <∞} then witnesses that the two learning criteria are different.

A learner, which, on input σ, outputs a grammar for content(σ)∪Amin(content(σ)),
can be easily seen to NUShTxtBc-identify L.

Now suppose by way of contradiction that M NUShTxtBcψ-identifies L,
where ψ is a Ke-numbering. We claim that the following three properties
hold.

(P1) If there exists σ ∈ Seg(Be) such that Wψ
M(σ) = Be and Be = content(σ) ∪

Ae, then Ae is cofinite.
(P2) If there exists σ ∈ Seg(Be) such that Wψ

M(σ) = Be and Be 6= content(σ) ∪
Ae, then Ae is coinfinite.

(P3) If there does not exist a σ ∈ Seg(Be) such that Wψ
M(σ) = Be, then Ae is

coinfinite.

To see (P1) and (P3), note that if We is cofinite, then Be ∈ L. Thus, there
exists a σ such that Wψ

M(σ) = Be and content(σ) ∪ Ae = Be.

To see (P2), suppose σ ∈ Seg(Be), W
ψ
M(σ) = Be and content(σ) ∪ Ae 6= Be.

Suppose by way of contradiction that Ae is cofinite. Then, there exists a τ
extending σ such that τ ∈ Seg(Ae ∪ content(σ)) and M(τ) is a ψ-grammar
for Ae ∪ content(σ). Furthermore, there exists a τ ′ extending τ such that
τ ′ ∈ Seg(Be) and M(τ ′) is a ψ-grammar for Be. But this contradicts non
U-shaped learning of Be by M . Thus, Ae is coinfinite.

However, (P1), (P2) and (P3) give us a Σ3 procedure for checking whether We

is coinfinite, a contradiction to a well known result [23]. (Note that one can
first find a ψ-grammar pe for Be, using oracle for K ′; then using Ke-numbering
property of ψ, one can check using oracle for K ′ whether there exists a σ such
that M(σ) and pe are equivalent. If so, then one can search for such a σ and
then check whether content(σ) ∪ Ae = Be, using oracle for K ′). 2

8 Partial Identification

Osherson, Stob and Weinstein [24, Exercise 7.5A] introduced the notion of
partial identification. Here the learner, on any text T for a set L to be learnt,
has to output infinitely often an index e with Wψ

e = content(T ), while all
other indices are output only finitely often. One can easily see that E , the
class of all recursively enumerable sets, is partially identifiable in an acceptable
numbering. The same holds for Ke-numberings.
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Theorem 36 The class E can be partially identified using any given Ke-
numbering as a hypotheses space.

Proof. Given a Ke-numbering ψ, one can find out in the limit whether an
index i is minimal for Wψ

i . Hence a learner M partially identifying E can be
built as follows. M , on a text T , outputs the index e at least n times iff there
is a stage s ≥ n such that Wψ

e,s ∩ {0, 1, . . . , n} = content(T [s]) ∩ {0, 1, . . . , n}
and e is believed to be a minimal ψ-index at stage s. It can be easily verified
that the minimal correct index for content(T ) is output infinitely often, and
other indices are output only finitely often. 2

Although E is partially identifiable relative to every Gödel numbering, every
Friedberg numbering and every Ke-numbering, the next result shows that
there are numberings relative to which only classes with finitely many infinite
sets are partially identifiable. So Ke-numberings are well-suited for partial
identification, compared to some other universal numberings.

Theorem 37 There is a universal numbering η such that every class partially
identifiable relative to η contains only finitely many infinite sets.

Proof. Starting with a Friedberg-numbering ψ, one constructs a new num-
bering η as follows. Let In = {2n − 1, 2n, . . . , 2n+1 − 2}.

Let CK be the plain Kolmogorov complexity [22] relative to the oracle K. In
the case that ϕ is a Kolmogorov numbering, one can define CK by CK(x) =
min({n : (∃y ∈ In)[ϕ

K
y (0) = x}). Let

A = {m : (∃n) [m ∈ In ∧ C
K(m) < n]}

be the set of all CK-compressible numbers. Note that A is a K-r.e. set and,
for every n, In 6⊆ A. Now define η such that, for every n and every m ∈ In:
if m /∈ A, then W η

m = Wψ
n , else W η

m is a finite subset of Wψ
n . Note that an

infinite set Wψ
n has exactly those η-indices m where m ∈ In ∧ C

K(m) ≥ n.

Now suppose L is partially identified by a learner M . Let Tn be the canonical
text for Wψ

n , where Wψ
n is infinite. Let

B = {m : (∃n) [m ∈ In ∧M outputs m on Tn only finitely often]}.

If M partially identifies Wψ
n , then there is an m ∈ In such that In−B = {m}.

Hence, there is a constant c such that CK(m) ≤ CK(n) + c. So, for almost
all n where M partially identifies Wψ

n and Wψ
n is infinite, there is a unique

index m ∈ In which is infinitely often output by M on Tn and which satisfies
m ∈ A. Thus W η

m is finite in contradiction to the assumption. It follows that
L contains only finitely many infinite sets. 2
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Remark 38 Although for acceptable numberings and Ke-numberings the im-
plication “L is behaviourally correct learnable ⇒ L is partially identifiable”
holds, this is not true for every universal numbering. Suppose L is a class
with infinitely many languages which is learnable relative to a Friedberg num-
bering ψ. Let η be built from ψ as in the proof of Theorem 37. Then TxtExψ ⊆
TxtFExη: Given a TxtExψ-learner M and considering any σ, the hypothesis
n = M(σ) is translated into an m ∈ In which maximizes the cardinality of
W η
m,|σ|. One can show that, whenever M converges to n, then the new learner

is eventually vacillating among those m ∈ In, which satisfy W η
m = Wψ

n . Hence
L ∈ TxtFExη and L ∈ TxtBcη.

Furthermore, Theorem 37 could be slightly improved to show that some classes,
with only one infinite set, are not partially identifiable with respect to some
universal numbering η. However, one does not get a characterization (see also
Theorem 29). Indeed, the criterion of being identifiable with respect to every
universal numbering lies somewhere between the criterion from Theorem 29
and the one that a class has only finitely many infinite languages.
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