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PREFACE

This book contains the best papers of the First International Conference on E-business and

Telecommunication Networks (ICETE 2004), held in Setúbal (Portugal) and organized by INSTICC 

(Institute for Systems and Technologie(( s of Information, Communication and Control ) in collaboration with the

School of Business of the Polytechnic Institute of Setúbal, who hosted the event. 

This conference represents a major initiative to increase the technical exchanges among professionals,

who work on the e-Business and Telecommunication Networks fields, and who are deploying new

services and technologies into the lives of ordinary consumers. The major goal of this conference is to 

bring together researchers and developers from academia and industry working in areas related to a

e-business, with a special focus on Telecommunication Networks. This year, four simultaneous tracks 

were held, covering different aspects, including: “Global Communication Information Systems and Services”,

“Security and Reliability in Information Systems and Networks”, “Wireless Communication Systems and Networks”

and “Multimedia Signal Processingg”. The sections of this book reflect the conference tracks. 

ICETE 2004 received 202 paper submissions from 43 different countries, from all continents. 110 

papers were published and orally presented as full papers, i.e. completed work, and 44 papers were 

accepted for poster presentation. The full paper acceptance ratio confirms our confidence that ICETE

2004 has achieved a high quality standard that we will strive to keep and enhance in order to ensure the

success of the next year ICETE edition.

Additionally, the ICETE conference included a number of invited talks, including keynote lectures and 

technical tutorials. These special presentations made by internationally recognized experts have definitely 

The program for this conference required the dedicated effort of many people. Firstly, we must thank 

the authors, whose research and development efforts are recorded here. Secondly, we thank the

members of the program committee and the additional reviewers for their diligence and expert 

reviewing. Thirdly, we thank the invited speakers for their invaluabvv le contribution and for taking the 

time to synthesise and prepare their talks. Finally, we thank the workshop chairs whose collaboration 

with ICETE was much appreciated. 

João Ascenso

School of Technology of Setúbal, IPS,  

Setúbal, Portugal 

Joaquim Filipe 

School of Technology of Setúbal and  

INSTICC, Setúbal, Portugal 

Luminita Vasiu 

Middlesex University, WITRC, London, 

U.K.

Carlos Belo 

Institute of Telecommunications and IST,  

 Lisbon, Portugal

communication Networks field. Their contributions have been included in a special section of this book. 

increased the overall quality of the Conference and provided a deeper understanding of the Tele-
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DATA MINING TECHNIQUES FOR SECURITY OF WEB 

SERVICES

Manu Malek and Fotios Harmantzis 
Steven Institute of Technology, Castle Point on the Hudson, Hoboken, NJ 07030, USA 

Email: {mmalek, fharmant}@stevens.edu

Keywords: Security services, Security attack, Denial of service, Intrusion detection, Security safeguards.

Abstract: The Internet, while being increasingly used to provide services efficiently, poses a unique set of security

issues due to its openness and ubiquity. We highlight the importance of security in web services and 

describe how data mining techniques can offer help. The anatomy of a specific security attack is described. 

We then survey some security intrusions detection techniques based on data mining and point out their 

shortcomings. Then we provide some novel data mining techniques to detect such attacks, and describe

some safeguard against these attacks.

1 INTRODUCTION

Cyberspace is used extensively for commerce. For 
years banks and other financial organizations have 
conducted transactions over the Internet using
various geographically dispersed computer systems.
Businesses that accept transactions via the Internet 

customer base at relatively low cost. But the Internet 
poses a unique set of security issues due to its

Internet only if they are confident that their private
information, such as credit card numbers, is secure.
Therefore, today’s Web/Internet-based services must 
include solutions that provide security as a primary
component in their design and deployment. 

lications that make it possible for enterprises to do 
transactions on the web and for users to share
documents and information with each other over the 
Web. The standard that makes it possible to describe 
the communications in some structured way is Web
Services Definition Language (WSDL). WSDL is an
XML format for describing network services as a set 
of endpoints operating on messages containing either 
document-oriented or procedure-oriented information
(http://www.w3.org/TR/wsdl). 

Without adequate security protections and effective
security management, these features can be used to 
attack the availability and integrity of information
systems and the networks connecting to them. Here 
we highlight a few typical ways an attacker may 
gain illegal access to an information system, or to 
make it unavailable to legitimate users. We identify 
the profiles or signatures for the sequence of actions
an attacker may perform to perpetrate such attacks.
We use data mining techniques to discover such 
attack profiles to detect the attacks.

potentially useful patterns in data. It offers great 
promise in helping organizations uncover patterns 
hidden in their data that can be used to predict the
behavior of customers, so that they can better plan 
products and processes. Data mining takes advantage 
of advances in the fields of artificial intelligence
(AI) and statistics. Both disciplines help in pattern
recognition and classification. Other disciplines used 
in data mining include rule-based and case-based 
reasoning, fuzzy logic, and neural networks. The
techniques used in data mining include rule 
induction, clustering, projection, and visualization
(e.g., see (Berry, M. and L. Gordon, 1997) for 
details).

Customers will submit information via the Web/
as a critical issue in Information Technology today. 
openness and ubiquity. Indeed, security is recognized

can gain a competitive edge by reaching a worldwide 

3

But openness and integration have their price. 

Web services generally refer to web-based app-

large volumes of data to identify valid, novel, and 

Data mining refers to a technique to intelligently
and automatically assist humans in analyzing the  

J. Ascenso et al. (eds.), e-Business and Telecommunication Networks, 3–10.

© 2006 Springer. Printed in the Netherlands. 



This paper provides a glimpse at the cyberspace
security situation, and offers some techniques to 
manage the security of web services. The paper 
describes some security attacks, and provides some 
techniques to detect and defend against them. In
Section 2, we present some statistics related to 
security attacks to highlight the urgency of the issue.
Some typical security vulnerabilities and attacks are
discussed in Section 3. In Section 4, we provide a 
survey of data mining applications in intrusion 
detection and point out their shortcomings. We then
define attack signatures and outline how to use them
in conjunction with data mining techniques for 
efficient intrusion detection. Section 5 summarizes
the paper.

2 BACKGROUND 

Based on data provided by CERT/CC, the number of 
incidents and vulnerabilities for cyber attacks have
increased exponentially during the period 1998 to 
2002 (CERT/CC). Figure 1 shows that intrusions
were relatively few in the early1990s, but there has
been a major increase since 2000. About 25,000 
intrusions were reported in the Year 2000
(CERT/CC). Keep in mind that not all enterprises 
that suffer security breaches report them. The line 
moving upward in this figure shows various types of 
threats, starting with very simple ones in the early 
‘90s, like password guessing. The sophistication of 
attacks increased with self-replicating codes, such as
viruses, then password cracking (where the
cryptographic password is broken), and on to the
more sophisticated threats shown. Against this rising 
sophistication in threats, we have easy availability of 
hacking tools: hackers no longer have to be experts 
in computer science or security; they could use
available tools. For example, a tool such as nmap

first stage in an attack. This combination of 
decreasing knowledge required of the attackers and 
the increasing sophistication of the attacks is giving
rise to major security concerns.  

Response Center (FedCIRC), the incident handling
entity for the federal government, 130,000
government sites totaling more than one million 
hosts were attacked in 1998 (NIST ITL Bulletin, 
1999). Also, a 1999 survey conducted by the 
Computer Security Institute (CSI) and the Federal 
Bureau of Investigation (FBI) revealed that 57% of 

organizations cited their Internet connections as a 
frequent point of attack, 30% detected actual
network intrusion, and 26% reported theft of 
proprietary information (CSI, 2002). A similar 
survey in 2002, showed that 90% of the 507 
participating organizations detected computer
security breaches within the past 12 months, 74%
cited their Internet connections as a frequent point of
attack, but only 34% reported security intrusions to 
law enforcement agencies. These numbers must be 
considered observing that they relate to only known

unauthorized, illegitimate, malicious or fraudulent
purposes. An attack is the implementation of a threat
using the system vulnerabilities. Vulnerability is a
weakness in the security system that might be
exploited to launch an attack. Finally, a control is a 
protective measure – an action, device, procedure, or
technique – that reduces vulnerabilities. 

reported periodically by The SANS Institute (The
SANS Institute, 2003). The reasons for the existence
of these vulnerabilities include: buggy software
design and development, system administrators
being too busy to install security patches in a timely
manner, and inadequate policies and procedures.
Another factor is that due to the ubiquity of the

Figure 1: Security vulnerabilities and threats. 

Internet, vulnerabilities are quickly and widely
published. 

Manu Malek and Fotios Harmantzis4

cate the magnitude of the problem. 
attacks and vulnerabilities. However, they do indi-

A key to preventing security attacks is to under-
stand and identify vulnerabilities, and to take corrective
action. A threat to computing systems or communica-
tion network is a potential violation of security

Table 1 sows the top 10 security vulnerabilities as

According to the Federal Computer Incidence 

(www.insecure.org/nmap/nmap-fingerprinting-aticle.
html) can be used to find all the open ports, a

Source: www.cert.org

ntrusions
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Table 1: Top 10 security vulnerabilities (The SANS 

Institute, 2003). 

Vulnerabilities of 
Windows Systems

Vulnerabilities
of Unix Systems

1. Internet 
Information
Services (IIS)  

2. Microsoft Data
Access
Components 
(MDAC )– Remote
Data Services 

3. Microsoft SQL 
Server

4. NETBIOS – 
Unprotected 
Windows
Networking Shares 

5. Anonymous Logon 
– Null Sessions 

6. LAN Manager 
Authentication – 
Weak LM Hashing 

7. General Windows
Authentication – 
Accounts with No 
Passwords or Weak 
Passwords 

8. Internet Explorer 
9. Remote Registry 

Access
10. Windows Scripting 

Host

1. Remote
Procedure Calls 
(RPC)  

2. Apache Web
Server

3. Secure Shell 
(SSH)  

4. Simple Network 
Management 
Protocol 
(SNMP)  

5. File Transfer 
Protocol (FTP)  

6. R-Services – 
Trust
Relationships 

7. Line Printer 
Daemon (LPD)  

8. Sendmail 
9. BIND/DNS 
10. General Unix 

Authentication – 
Accounts with 
No Passwords
or Weak 
Passwords 

Disgruntled employees have more access rights to
enterprise computer networks compared to outside 
attackers. According to the CSI/FBI 2002 Survey 
(CSI, 2002), 60% of attacks in the US were inside
attacks (attacks that originated inside the 
institutions) and 40% were outside attacks.

3 SOME TYPICAL SECURITY 

ATTACKS 

As mentioned, a security attack occurs when an 
attacker takes advantage of one or more security 
vulnerabilities. To improve security, one needs to 

minimize security vulnerabilities. In this section we 
present some typical security attacks, point out the
vulnerabilities abused to perpetrate the attacks. 
Some safeguards against these attacks will be 
described in the next section. An attack that we deal
with specifically in this section and in Section 4 is 
the HTTP GET attack.

3.1 Denial-of-Service Attack 

In a Denial-of-Service (DoS) attack, the attacker 
attempts to use up all the victim system’s resources 
like memory or bandwidth. When the attack is
successful, legitimate users can no longer access the
resources and the services offered by the server will
be shut down. According to the 2002 CSI/FBI
survey (CSI, 2002), 40% of all attacks are DoS 
attacks.

crafted packets that crash remote software/services 
running on the victim server. It will be successful if 
the network is unable to distinguish between 
legitimate traffic and malicious or bogus traffic.
Some common DoS attacks follow.

ICMP Flooding and Smurf Attack 
These are both ICMP-based attacks. Flooding with
ICMP packets slows down the victim server so that
it can no longer respond quickly enough for the 
services to work properly. If packets are sent with 
forged IP addresses, the victim server not only has to
allocate system resources to receive, but to reply to
packets to addresses which do not exist. The Smurf 
attack uses a similar idea: the attacking machine
sends Echo requests with broadcast IP addresses, 
thus not only the victim server but the attached 
network will be flooded by a large amount of ICMP
traffic.

SYN Flooding
SYN flooding exploits the weakness of the TCP
Three-way Handshake (Comer, D., 2000). In a
normal TCP connection request, the source sends a 
SYN (synchronization) packet to the destination to 
initiate the connection; then waits for a SYN ACK 
(synchronization acknowledged) packet from the 
destination. The connection is established when the

SYN packets, often from bogus IP addresses, to the 
victim server, which adds the entry to the connection
queue and replies with SYN ACKs. As the source
addresses are incorrect or non-existent, FIN ACKs 

destination receives a FIN ACK (finishing acknow-

flooding attack, the attacker sends a large number of 
ledged) packet from the source. In the SYN 

Data Mining Techniques 5

or at the network. The attacker may send specially 
An attack can be directed at an operating system 

The motive of attackers could be anything from 
pure joy of hacking to financial benefit. The attackers 

times breaks into the network by trial and error. 
are either highly technically capable, or they some-



will never be received by the victim server, so the
last part of the Three-way Handshake never
completes and the connection queue of the victim 
server fills up. 

Badly-formed Packets
In this type of attack, the attacker sends badly-
formed IP packets, e.g., packets that consist of 
invalid fragments, protocol, packet size, or header
values, to the victim server. Once the destination 
TCP stack receives such invalid packets, the operating
system must allocate resources to handle them. If the 
operating system cannot handle the misbehavior, it 
will crash. An example of this is the Ping-of-Death 
attack (www.insecure.org/sploits/ping-o-death.html)
which causes buffer overflow in the operating
system. In this attack, the attacker sends a larger
than standard ICMP (Internet Control Message
Protocol) packet, such as a ping, in fragments to the
target server. Since the allowed maximum size of 
such a packet is 65,535 bytes, the server allows a 
corresponding buffer space to collect the fragments.
A clever attacker may create a ping with many 
fragments destined to a target server. The server
receives the fragments and starts to reassemble
them. When reassembled, the buffer will overflow,
leading to program termination, overwriting other 
data or executable code, kernel dump, etc. More than
50% of attacks on servers are due to buffer overflow
(CERT/CC).

Distributed Denial of Service Attack 
With the speed and power of computing resources
today, an attacker may not be able to simply use one
computer to craft a DoS attack. In the Distributed
Denial of Service (DDoS) attack, many computers
may be hijacked by the attacker as agents (zombies)
to simultaneously flood a victim system’s resources. 
A typical way to recruit zombie computers is for the
perpetrator to send viruses to multiple computers, or 
to break into computer systems and load them with
DDoS programs. Each infected system then finds
other vulnerable systems and loads them with the
programs, etc. The perpetrator uses the first system

mised systems to launch the attack simultaneously.

3.2 HTTP GET Attack 

For many web applications, a client should be able
to send information to the server. HTML 2.0 and 
later versions support the Form element within an
HTML document to allow data to be sent to web 
servers (www.w3c.org). One of the attributes of Form 

is Method which indicates how data is submitted to 
the web server. Valid choices for the Method 
attribute are GET and POST. In METHOD = GET

, 

the values inputted by the user are concatenated with
the URL, separated by a special character (usually ?)

; 

fields are separated by &; space is represented by +

. 

.

cc =
and..

A savvy user (attacker) may be able to use this 
feature to get access to proprietary information if 
appropriate security mechanisms are not in place.

(McClure, S. et al., 2003), is an HTTP GET attack 
on a typical web server which has some
vulnerabilities.

The server http://www.acme.com runs Apachem

1.3.12 on a Linux operating system. Firewalls

prevent all but HTTP traffic via ports 80 (HTTP

default port) and 443 (SSL port). Perl CGI scripts 

are used for the online store. A visitor to this site 

first begins browsing through the www.acme.com

site, viewing the site’s main page and a few images

on it. The visitor notices that for the last selection

(viewing the picture of a sunset), the URL in the

browser window shows: http://www.acme.com/index. 

cgi?page=sunset.html. Following this pattern, the

i

/index.cgi?page=index.cgi  

meters passed to the index.cgi script, the filenameii

passed as a parameter from the URL is captured by

the CGI script, appended to the absolute path, and 
causes to open the index.cgi script as requested.
Consequently, the browser display shows the source
code of the index.cgi script! 

from the server. So the attacker may send the
following request through the browser: http://www.
acme.com/index.cgi?page=/../../etc/passwd 

If permissions are not set properly on the

/etc/passwd file, its contents will be displayed by the 
browser, providing the attacker with user’s password
information. The attacker could now execute

that was overtaken to instruct all the other compro-

For example, the following URL: http://www.gadgets 
com?customer = John + Doe & address = 101 +
Main + Street & cardno = 1234567890 &

visacard indicates that the customer’s name
address with the customer’s credit card number ..
are to be sent to the web server at www.gadgets.com

Now, if the program does not validate the para-

by typing the following URL: http://www.acme.

com 

arbitrary commands on the server, for example, by

visitor (now attacker) issues a request for index.cg
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The following scenario, adopted from Ref.

At this point the attacker realizes that this techni-
que can be further exploited to retrieve arbitrary files 

sending http://www.acme.com/index.cgi?page=|ls+- oo
 la/%0aid%0awhich+xterm| (% plus the hex characer



could gain full interactive shell-level access to the
web server. 

Note again that the vulnerabilities: the program does 
not validate the parameters passed to the index.cgi
script, and permissions are not set properly on the
/etc/passwd file. d

4 DATA MINING TECHNIQUES

FOR INTRUSION DETECTION

In this section we review server logs, introduce
attack signatures, and present our main contribution:
how security attack signatures are used in
conjunction with data mining to detect security
intrusions. More specifically, we first describe the
relevance and importance of the different log files
that are available; we then define specific patterns in
the log files for an attack (the individual log records
as well as their sequence/order) as the attack 
signature; and use data mining to search and find
such patters for attack detection. The efficiency and 
speed of the overall process can even lead to attack 
prediction capabilities. 

4.1 Logs 

Every visit to a Web site by a user creates a record
of what happens during that session in the server’s

log. A busy site may generate thousands of log
entries per hour, compiled in various log files. A log 
file entry contains items like the IP address of the
computer requesting the Web page, the date and
time of the request, the name and the size of the file
requested. Logs vary by the type of server and the
file format. Following are some typical logs and 
what they record: 

• Access Log records every transaction between
server and browsers (date, time, domain name or IP
address, size of transaction, …).
• Referrer Log records the visitor’s path to the site
(the initial URL from which the visitor came).
• Agent Log records the type and version of the
browser. 
For secure systems, the standard logs and directories 

may not be sufficient and one must employ 
additional logging tools, e.g., information about 
which computer is connecting to which services on 
the system. There are many programs under the 
heading of IP loggers available for this purpose, e.g.,

4.2 Mining Logs 

The data available in log files can be “mined” to 
gain useful information. Data mining offers promise 
in uncovering hidden patterns in the data that can be
used to predict the behavior of (malicious) users.
Using data mining in intrusion detection is a 
relatively new concept. In (Lee, W. and Stolfo, S. J., 
1998), the authors outline a data mining framework 
for constructing intrusion detection models. The
central idea is to utilize auditing programs to extract 
an extensive set of features that describe each 
network connection or host session, and apply data 
mining to learn rules that capture the behavior of 
intrusions and normal activities. Detection models 
for new intrusions are incorporated into an Intrusion 
Detection Systems (IDS) through a meta-learning 
(or co-operative) learning process. The strength of 
this approach is in classification, meta-learning, and 
association rules. 

intrusion detection tool aimed at protecting servers.
However, their method does not effectively handle
all matches of the signature (e.g., of the 404 type:
document not found). Attacks that have no matching
signature and are sent by a previously unknown host 
may be missed. 

to analyze sequences of system calls issued by a
process for intrusion detection. The authors
introduce a method based on sequences of Unix
system calls at the process level for anomaly
detection resulting in intrusion detection. They
address sendmail, lpr, and ftpd processes and obtain 
some good results in terms of false-positives. Ref.

calls for intrusion detection. The authors choose to
monitor behaviour at the level of privileged processes. 
Their proposed approach of detecting irregularities
in the behavior of privileged programs is to regard 
the program as a black-box, which, when it runs, 

(Hofmeyr, S.A., 1998) also uses sequences of system 

emits some observable behavior. Privileged processes
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ive user id of the process running index.cgi) which

0a indicates line feed) requesting ls –al (to show a
file list of the server’s root directory) id (the effect-

xterm (path to the xterm binary code, to gain inter-
active shell access to the server and the attacker 

In (Almgren, M. et al., 2000), the authors present an

Ref. (Forrest, S. et al., 1996 represents a first attempt 

packages.debian.org/unstable/net/ippl.html). 

(http://www.interwld.com/pico/subs/EnviroMon
pico_Environ_IP_Logging.htm) and ippl http://



are trusted to access only relevant system resources, 
but in cases where there is a programming error in 
the code that the privileged process is running, or if 
the privileged process is incorrectly configured, an 
ordinary user may be able to gain super-user 
privileges by exploiting the problem in the process. 
The system-call method, however, is specific to 
processes and cannot detect generic intrusion 
attempts, e.g., race condition attacks, session hijackin
g(when one user masquerades as another), and cases
in which a user violates policy without using
privileged processes. 

applied to help in decision making for intrusion 
detection. In (Frank, J., 1994), the author presents a
survey of such methods and provides an example of 
using feature selection to improve the classification
of network connections. In (Liu, Z. et al., 2002), the
authors present a comparison of some neural-
network-based method and offer some “classifiers”
for anomaly detection in Unix processes. All the
techniques based on artificial intelligence, however,
suffer from lack of scalability: they work only for 
small size networks and data sizes. 

4.3 Attack Signatures 

We use attack signatures in combination with data 
mining to not only detect, but predict attacks. An 
attack signature encapsulates the way an attacker 
would navigate through the resources and the actions

GET attack example described in the previous 
section. The log line in the Access Log
corresponding to the visitor’s (attacker’s) first 
attempt is 

A. 10.0.1.21 – [31/Oct/2001:03:02:47] “GET/HTTP
/1.0” 200 3008 where 10.0.1.21 is the visitor’s IP
address, followed by date and time of visit, the 
Method and the Protocol used. The number 200
indicates the “normal” code, and 3008 indicates the 
byte size of the file retrieved. The following log line
corresponds to the visitor’s selection of the sunset 
picture:

B. 10.0.1.21 – [31/Oct/2001:03:03:18] “GET/sunset. 
jpg HTTP/1.0” 200 36580 and the following log line 

corresponds to the visitor’s first attempt at 
surveillance of the site (issuing a request for index.cgi): 

files:

This pattern of log lines from the same source IP 
address can be recognized as a signature of an HTTP 
GET attack. In the above example, the sequence of 
log lines A-B-C-D-E, A-C-D-E, B-C-D-E, or C-D-E 
constitutes the signature of this HTTP GET attack. 
Even some individual log lines from a source IP 
address could provide tell-tale signs of an impending
HTTP GET attack. For example, the existence of a 
“pipe” (i.e.,) in the URL, as in log line E above, 
would indicate that the user is possibly trying to 
execute operating system commands.  

In our research, we try to establish signatures for 
various types of attacks. Note the importance of 
good comprehensive attack signatures in detecting
attacks. Incomplete signatures result in false-positive
or false-negative detection. Another point is the use 
of data mining to detect attack signatures. One can
imagine the tremendous amount of data collected by 
web services, resulting in multi-tera-byte databases. 
With such large amounts of data to analyze, data 
mining could become quite computationally expen-
sive. Therefore, efficiency becomes a major issue.
Currently, we are continuing our efforts to identify 
ways data should be efficiently analyzed in order to
provide accurate and effective results.  

signatures. The RIK package discovers highly 
compact decision rules from data, while the EDM 
software kits implement the data-mining techniques 
presented in (Weiss, S. and Indurkhya, N., 1997) and 
includes programs for (a) data preparation (b) data 
reduction or sampling, and (c) prediction. Our 
selection of this tool package was based on criteria 
related to efficiency (speed, especially when it 
comes to large amounts of data, as is the case with
log files), and portability (multiple platforms), asmm
well as extensibility (where the user can compose 
new methods with the existing building blocks).
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the attacker would take. For example, in a denial-
of-service attack, the attacker may send a large num-
ber of almost simultaneous TCP connect requests 
from one or more IP addresses without responding to 
server acknowledgements.

cgi?page= index.cgi HTTP/1.0” 200 358 The follow- 
ing log lines correspond to the visitor (by now, 
attacker) attempting to open supposedly secure

C.  10.0.1.2 1 – [31/Oct/2001:03:05:31] “GET2 /index.TT

D. 10.0.1.21 – [31/Oct/2001:03:06:21] “GET/index.

E. 10.0.1.21 – [31/Oct/2001:03:07:01] “GET/ index.
cgi?page=|ls+-la+/%0aid%0awhich+xterm|HTTP/
1.0” 200 1228

cgi?page=/../../etc/passwd HTTP/1.0” 200 723

Artificial intelligence techniques have also been 

at the log lines stored by the web server in the HTTP 
To illustrate a specific attack signature, let us look  

In our research, we use the Rule Induction Kit 

www.data-miner.com) to detect and mine attack
(RIK) and Enterprise Data-Miner (EDM) tools (http://



Based on this software platform, we are able to 
create a sophisticated data mining methodology for 
efficient intrusion detection. 

4.4 Security Safeguards 

Safeguards are applied to reduce security risk to an 
acceptable/desirable level. They may be Proactive to
prevent security incidents, or Reactive, to protect 
information when an incidence is detected. In either 
case, they must be cost effective, difficult to bypass, 
and with minimal impact on operations. Examples of 
safeguards are: avoidance (keeping security incidents
from occurring, e.g., by removing vulnerabilities), 
limiting access (e.g., by reducing the number of entry 
points where attacks may originate), transference
(shifting risk to someone else, e.g., via insurance or 
outsourcing), and mitigation (minimizing the impact 

ving detection).

reduce/remove vulnerabilities. The main reasons for 
existing vulnerabilities are buggy software design 
and development, or system administration problems. 
Existence of bugs in software are due to  
• programming for security not being generally 
taught,  
• good software engineering processes not being 
universal, as well as  
• existence of legacy code.  
The system administration problems are due to
inadequate policies and procedures, or the system 
administrators being too busy with many machines 
to administer, too many platforms and applications
to support, and too many updates and patches to y
apply. 

section, we can offer some rather simple safeguards.
For attacks that are based on making multiple 
requests and ignoring the server acknowledgments, 
such as ICMP Flood and Smurf Attack, and SYN 
Flooding, one could employ a timer: if the response
does not arrive within a reasonable time, the request 
could be dropped and the resources freed. For 
attacks that are based on buffer overflow, one could 
use operating systems written in “safe” languages
that perform range checking (like Java). The HTTP
GET attack could be prevented by making sure that 
programs validate the parameters passed to them, 
and that file permissions are set properly.

5 CONCLUSIONS

We have first set the stage emphasizing the

for detecting attacks was described. The novelty of 
our approach is in determining the relevance/impor- 
tance of different log records, defining intelligent 
signatures, and using efficient data mining

improving the effectiveness of attack signatures,

searching. We are currently working on these issues.
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Abstract: Jini networking technology represents an exciting paradigm in distributed systems. Its elegant approach in 

computer networking possesses immense advantages, but also generates security problems. Extensive

research has been undertaken and existing security methodologies have been applied to provide a safe 

execution environment. However the unique nature of Jini has made it hard for traditional security

mechanisms to be applied effectively. Part of the problem lies within the downloaded code and in the lack 

of centralised control. Current solutions are based on assumptions; therefore they are inadequate for 

enforcing the security requirements of the system. The goal of our research is to increase the security of the

Jini model without altering its initial characteristics. We present our preliminary research efforts in 

providing an alternative, fault tolerant security architecture that uses a trusted local verifier in order to

evaluate and certify the correctness of remote calls. 

1 INTRODUCTION

Jini networking technology (Sun Microsystems 
Inc.2003a; http://www.jini.org/) presents an exciting
paradigm in distributed computing. Based on the 
Java programming language, it allows the
development of spontaneous networked systems.
Users and applications are able to dynamically 
locate one another and form on-the-fly communities.
Unlike traditional systems that rely on a fixed 
protocol and central administration, Jini requires no 
further human intervention once being set up. It 
employs strong fault-tolerance mechanisms that do 
not attempt to eliminate or hide the fact that network 
failures may happen. On the contrary it provides a 
programming model and an infrastructure that allow
developers to recognise and isolate any faults that 
might occur.  

When Jini was made publicly available, no
security has been taken into consideration. The Java 
language alone was not adequate to cope with the
security required in a distributed setting. Although 
some solutions have been proposed, Jini lacked a 
generic security model that could be applied to 
counter any threats that might arise. The Davis
project (http://davis.jini.org/) presents such a
security model that has been recently incorporated 
into the latest Jini release. The security model is 

based on well known and proven techniques to

enforce the basic requirements for network security.
However, some of the mechanisms that Jini employs
are unique in distributed computing. Additionally, 
neither any real world applications that make use of 
the model nor a formal evaluation of it have
appeared yet. Thus any assumptions about the
correctness of the design and the degree of security 
provided might prove to be mistaken. The purpose
of our research is to examine the security model 
employed by Jini technology for any potential
security faults and propose appropriate modi-
fications. In this paper we focus in the algorithm
responsible for verifying trust in Jini proxy objects.t

The rest of the paper is organised as follows. 
Section 2 presents an overview of the Jini program-
ming model and infrastructure, particularly the
components that constitute a Jini system and other 
mechanisms relevant to Jini operation. Section 3
presents some security problems related to proxy 
objects, Lookup Services and Jini Services while 
Section 4 presents an overview of the current Jini 
security model, the Davis Project, and a critical 
approach to its proxy verification algorithm. Section 
5 presents an outline of two proposed solutions to
the issues related with proxy object verification and 
the advantages that they may possess. Section 6
presents related work and some concluding thoughts
are drawn in Section 7.
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2 BACKGROUND 

Jini (Sun Microsystems Inc., 2003a; http://www.
jini.org/) is a distributed system based in Java that 
allows the establishment of spontaneous network f
communities or federations. To make that possible, 
Jini provides the following:

An infrastructure that enables devices, human
users and applications to dynamically discover one 
another without any prior knowledge of their 
location or of the network’s topology and form
dynamic distributed systems. The infrastructure is 
composed of a set of components based on Jini’s
programming model. Parts of the infrastructure are f
the discovery join and lookup protocols and the 
Lookup Service (Sun Microsystems Inc., 2003a). A
programming model that is used by the
infrastructure as well as by services. Besides service 
construction, the programming model provides
interfaces for performing leasing as well as event 
and transaction handling. 

Services that are employed inside a federation
and provide some functionality. Services exploit the
underlying infrastructure and are implemented using
the programming model. 

2.1 Services 

Every entity that participates in a Jini system and 
provides some functionality is perceived as a
service. No separation is made regarding the type or 
the characteristics of the service. A service could be 
either a hardware device, a piece of software or a 
human user. Jini provides the means for services to
form interconnected systems, and each one 
separately to offer its resources to interested parties
or clients. The separation between a service and a 
client, however, is sometimes blurred, as sometimes
a Jini service may act both as a service and a client.

A word process application, for example, is
perceived as a service by any human user that writes 
a document, although the same application acts as a 
client whenever it uses a device such as a printer.
The latter is again a Jini service, thus for the
infrastructure the word application is now its client.a

2.2 Proxy Objects 

In order for services to participate in a Jini system 
they must create an object that provides the code by 
which they can be exploited by potential clients, the 
proxy object. The proxy object contains the 
knowledge of the service’s location and the protocol 
that the service implements. It also exposes an
interface that defines the functions that can be 

invoked. A client is able to make use of a service 
only after the correspondent service’s proxy object is 
downloaded to the client’s local space. By invoking
functions defined in the proxy interface, clients are
able to contact and control services. Clients need
only to be aware of the interface that the proxy
implements and not of any details of the proxy 
implementation.

2.3 Lookup Service

The Lookup Service (LUS) is a special kind of 
service that is part of the Jini infrastructure. It 
provides a mechanism for services to participate in a 
Jini system and for clients to find and employ these 
services. The Lookup Service may be perceived as a
directory that lists all the available services at any 
given time inside a Jini community. Rather than 
listing String based entries that point back to the
location of a service, the Lookup Service stores
proxy objects registered by Jini services. 

2.4 Discovery Join and Lookup

Relevant to the use of Lookup services are three
protocols called discovery, join and lookup (Sun 
Microsystems Inc. 2003a). Discovery is the process 
where an entity, whether it would be a service or a 
client, is trying to obtain references to a lookup 
service. After a reference has been successfully 
obtained, the entity might register a proxy object t
with the Lookup service (join), or search the Lookup 
Service for a specific type of service (lookup). The
discovery protocol provides the way for clients and 
services to find available Lookup Services in the
network, and for Lookup Services to announce their 
presence. 

3 JINI SECURITY ISSUES 

Typically security is concerned with ensuring the 
properties of confidentiality, integrity, authentication 
and non-repudiation (Menezes et al., 1996):

• Confidentiality ensures that information
remains unseen by unauthorised entities

• Integrity addresses the unauthorised
alteration of data 

• Authentication is the verification of identity
of entities and data

• Non-repudiation prevents an entity from 
denying previous commitments or actions

These properties are generic and apply to a wide
variety of systems. Inside Jini, no prior knowledge

Nikolaos Papamicha il and Luminita Vasiu
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of the network’s infrastructure is assumed. For that 
reason, Jini is not only bound to security problems
related to distributed systems, but also to any 
additional issues that the spontaneity of the 
environment invokes. The following components 
present different security requirements and they will 
be examined separately.

3.1 Proxy Object Issues 

Nothing should be able to alter the state of the proxy 
object, either by intention or by fault. That means
that the integrity of the proxy object must be ensured 
(Hasselmeyer et al., 2000a). Since the proxy object 
is downloaded from an unknown location in the
network, neither the source nor the intentions of the
proxy object can be verified. Therefore, even the act 
of downloading the proxy of a service is considered 
by itself a security risk. Moreover, the proxy is 
responsible for performing the communication
between the client, and the service that the proxy 
represents. Therefore the integrity and confidential-
ity of the communication has to be preserved, since 
the communication link might be intercepted,
altered, or simulated by someone with malicious 
intentions. The privacy and anonymity of the client 
may be abused, because the client can not be
ensured that the proxy does indeed provide the
functionality it claims (Hasselmeyer et al., 2000a).
On the other hand it has to be verified that any data 
that needs to be supplied to the proxy object, for the
interaction with the service to take place, reaches the
appropriate service (JAAS). 

3.2 Lookup Service Issues 

The Lookup Service lacks any mechanism for 
authenticating services (Schoch et al., 2001). That 
means every service can discover the Lookup 
Service and register its proxy. Malicious proxies
may register and pretend they provide some 
functionality, while they don’t. Moreover, every 
client can search the Lookup Service and find which
services are provided. Some services may require
only registered users to access them. Therefore
access control mechanisms need to be imposed.
Additionally, clients might encounter unfairness
while searching the Lookup Service for available 
services (Hasselmeyer et al., 2000a). There is no 
way a client of a service can be assured that he
received the best available service from the Lookup
Service. The fact that every service can register and 
even re-register with the Lookup Service can lead to 
“man-in-the-middle” attacks (Schoch et al., 2001). A 
malicious service just has to re-register its proxy 
with the same service ID as the original one. Every

time a client tries to access the required service, the
Lookup Service may provide him with the new,
malicious proxy. The client is unaware of the 
change, as the new proxy looks like it implements
the same interface as the original one. 

3.3 Service Interaction issues

In order for an interaction between two services to 
take place, the service acting as a client must first 
locate the provider of the desired service, via the
process of discovery, and then download its corres-
ponding proxy object. However, in a spontaneous
environment like Jini, hundreds of services may be 
present at the same time and many of them may
provide the same functionality. No standard names
or address for recognising individual services exist,
besides a unique service ID that is assigned by the 

transactions. Therefore clients have to be able to 
authenticate the services they access (Eronen et al., 
2000). Similarly, the service provider has to be able
to authenticate clients that try to use its resources
and call its provided functions.

Another aspect in the service interaction is 
different access levels (Kagal et al., 2001). An 
obvious solution to this problem is the integration of 
access control lists. Every user could be identified
by a unique username and password that would 
grant him or deny certain permissions. However, new 
problems arise, like the distribution of the appro-
priate keys and the way that the permissions are to
be decided. 

4 THE DAVIS PROJECT

The Davis project (http://davis.jini.org/) is an effort 
led by Sun Microsystems’ project team responsible 
for the development of Jini. The purpose is to satisfy 
the basic Jini requirements for security, by providing 
a security programming model that would be tightly
integrated with the original Jini programming model 
and infrastructure. Part of the requirements (Scheifler, 
2002) has been to avoid changing any existing appli-
cation code by defining security measures at 
deployment time. Also to extend the security 
mechanisms provided by the Java programming
language, such as the Java Authentication and 
Authorisation Service (JAAS). 

The Davis project has been integrated with the
original release of Jini networking technology (Jini 
specifications archive – v 2.0) resulting in the
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the assigned ID will be stored and used in any future 

Lookup Service. However, it is dependent upon the  
provider of each service to decide whether or not
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release of the Jini starter kit version 2 (Sun 
Microsystems Inc., 2003a). 

4.1 Constraints 

In order to support a broad variety of applications
and requirements, the security model dictates that 
both service providers and their clients should 
specify the type of security they require before any 
interaction between them takes place. Decisions 
upon the type of the desirable security are expressed 
by a set of constraints that have the form of Java 
objects. Any service that wishes to incorporate
security in its current implementation has to 
implement a proxy object that implements a well-
known interface (Sun Microsystems Inc., 2003b).
The interface defines a method for clients and
services to set constraints to the proxy object. If the 
proxy implements that interface, all the imposed 
constraints apply to every single call through any 
method defined by the proxy. The basic constraints 
are the equivalent of Boolean constants that allow
decisions upon the type of security required to be
specified in proxy objects. Typically serviceb
providers specify the constraints during the proxy 
creation, while clients set the constraints after the
proxy object has been downloaded. Constraints 
specify only what type of security is expected but 
not how this is implemented. 

The security model dictates that constraints 
imposed by services and clients are combined to a
single set of constraints. If any of them contradict 
with each other then no calls are performed. It is
possible, however, that alternative constraints are 
defined. This provides an elegant way for all parties 
participating in a Jini interaction to have direct 
control over the security imposed. 

4.2 Object Integrity 

There are two mechanisms that the current security
model employs to provide integrity for the code of 
proxy objects. Both assume that the http protocol ist
used. The first mechanism is http over SSL (https) 
(Rescorla, 2000), the standard protocol for providing
web site security in terms of server authentication,
confidentiality and integrity. The other is a custom
defined protocol called HTTPMD (Scheifler, 2002;
Sun Microsystems Inc., 2003b) The proxy object
consists of code which is downloaded by clients, and 
data which is downloaded from the service.
Therefore to ensure total integrity these mechanisms
have to apply to both the location where the proxy 
object is downloaded from and the location of the 
object’s codebase. Along with integrity, the https
protocol provides confidentiality and encryption,

resulting in additional overhead when these are not 
required. In these cases the HTTPMD protocol is 
used. The location of objects, including their code, is 
specified by a normal http URL. Attached to it is a 
cryptographic checksum of the contents of the code,
a message digest (Rivest, 1992). By computing the 
checksum of the downloaded data and code and 
comparing it with the attached message digest,
clients are ensured that integrity has been preserved,
since any modification in the contents would result 
in a different message digest.

4.3 Proxy Trust Algorithm

In terms of deciding whether a client trusts a proxy 
object downloaded by an unknown source, the current 
model (http://davis.jini.org/) employs the procedure
described below. It is assumed that the client has 
already downloaded a proxy object from somewhere
but it can not yet trust neither the proxy object not its 
correspondent service. Initially the client performs 
an object graph analysis of the proxy object. By 
checking recursively all the classes that the object is
composed of it can be determined whether these 
classes are local or not. If the classes are local, in
perspective to the client, then the proxy object is 
considered trusted. This is accepted on the basis that 
all local code is considered trustworthy. In the case 
where the proxy object is not fully constructed of 
local classes, the following components take part in
the proxy trust verification algorithm:

1. Proxy object 
This is the object that implements the server’s 
functionality. It is downloaded by the client,
traditionally from the Lookup Service and it contains
the knowledge of how to communicate back with the 
server. All remote calls to the server are passing
through this object and this is the object that needs
to be verified.

2. A ‘bootstrap’ proxy  
If the object graph analysis proves that the classes 
used for the construction of the proxy object are not 
local relatively to the client, the client uses the initial
proxy object to request another object called the 
‘bootstrap’ proxy. The bootstrap proxy should be 
only consisted of local classes (relevant to the
client). The purpose is that clients can trust an object 
that only uses local code to run. The ‘bootstrap’ 
proxy is also used to authenticate the server to the 
client, as well as to provide him with the verifier 
described next. 

3. A proxy Verifier  
The Verifier is an object sent to the client by the
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server, using the ‘bootstrap’ proxy. It checks the
downloaded proxy object in order to verify whether 
the server trusts the initial proxy object or not.  

A client obtains a proxy object from the network 
using Jini discovery and lookup mechanisms. The 
client examines whether the proxy object is using
local code (relative to the client). Since this is 
normally not the case the client has to verify whether 
the proxy object can be trusted. The way that this is 
performed by the current security model is 
illustrated in Figure 1.

Figure 1: The proxy trust authentication employed by the

current security model. 

In order to verify that the proxy originates from a 
legitimate service, the client has to contact the same
service and ask the service whether the proxy should 
be trusted. Since there is no way to directly contact 
the service, the client places a call through the proxy
it can not yet trust, asking for a ‘bootstrap’ proxy
(1). The bootstrap proxy has to use only local
classes, relative to the client, in order to be
considered trustworthy. After the bootstrap proxy is
downloaded to the client’s local address space (2),
and the locality of the classes that compose the 
bootstrap object is verified, the client performs a call
through it (3). Part of the call is to request from the 
service to authenticate. After the service has 
authenticated successfully, it passes a verifier object 
to the client (4). Finally the verifier is used to verify 
the legitimacy of the initial proxy object (5).

4.4 Critical Review of the Proxy

Trust Algorithm

A number of potential problems might arise from the
verification algorithm described above. The first is
that clients have to rely on an object downloaded 
from an unknown source (the proxy object) to obtaint
the bootstrap proxy. In order for the latter to occur,
clients have to place a remote call through an
untrusted object. Since the functionality that the 
proxy object implements is unknown, clients may

unintentionally execute an operation that presents a
security risk in case the proxy is a malicious object. 
The second problem is that the service provider has
to have some knowledge of the type of classes that 
are local to the user. If the bootstrap proxy is not 
consisted entirely by local classes, relevant to the 
client, the client would not utilize it to obtain the 
verifier. 

A third type of problem is related to the way and 
type of checks that the verifier performs to the proxy 
object. There is no standardised set of tests that 
could be performed, since these are left for the 
service providers to implement. The method 
suggested is that the verifier carries the code of the
proxy object. By checking the equality of the code
that the verifier carries with the code of the proxy 
object, it is possible for a service to identify the
correctness of the proxy object. However, there is no
way to ensure whether the checks performed are 
adequate or if any checks are performed at all.

Therefore a ‘lazy’ verifier that just confirms the 
correctness of proxies without performing any
checks might incorrectly identify a malicious object 
as a legitimate one.

Finally faults might occur if a service provider 
updates the implementation of the proxy object 
without updating the implementation of the verifier 
too. In that case legitimate proxy objects would not 
be able to be identified correctly, since the equality
check would fail. Therefore the service provider 
might unintentionally cause a denial of service
attack not initiated by a malicious client, but by 
himself. 

5 AN ALTERNATIVE WAY OF 

VERIFYING PROXY TRUST

Instead of relying on the untrusted proxy object 
downloaded from an unknown source to obtain a
proxy verifier, clients might be able to protect 
themselves from malicious proxy objects by using 
their own local verifier. The verifier is generated 
locally by clients before any participation in a Jini
federation takes place. In order to create the verifier, 
clients specify their security requirements such as 
authentication, confidentiality and integrity. These 
requirements are injected to the verifier and might 
vary for different scenarios. Specification of the 
security requirements is similar to the concept of 
constraints specified by the current Jini security 
model (http://davis.jini.org/). This permits the 
specification of application independent security 
requirements and allows better interoperability with 
the current security model. The difference is that the 
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client requirements are not injected into a downloaded 
proxy, but into the locally generated verifier. 

The notion of a locally generated verifier is

entities employed in all the solutions proposed here 
case are the following:

• Client: The entity that wishes to use a 
service. Clients need to be protected from 
any potential hazards.

• Proxy object: Typically the object that is
downloaded by clients and used to access 
services. Presents the major source of 
incoming threats.

• Local Verifier: An entity generated by
clients before any interaction with
downloaded objects takes place. Used to 
either verify proxy objects or isolate clients 
from them. 

• Service: The entity that lies somewhere in 
the network and provides some
functionality. Services supply proxy objects uu
and should be considered untrusted.

In every proposed solution it is assumed that a 
service has already discovered an available Lookup
Service and registered its proxy object. The client is
ready to perform discovery and lookup in order to
obtain a proxy object from the same Lookup
Service.

5.1 Proxy Verification Based on a 

Local Generated Verifier

In order to verify that the downloaded proxy object 
can be trusted, the following process is performed: 
1. Before any discovery process takes place, the
client generates a local verifier 

verifier by the client 

Service and downloads a service proxy object 

the proxy object is passed to the verifier 

according to the client requirements and makes a
decision on behalf of the client about the 
trustworthiness of the proxy object 

requirements are satisfied, the client interacts with
the service through the proxy object as defined by 
Jini programming model. 

Figure 2: Proxy trust verification by a local verifier.

The described process is illustrated in Figure 2
 

generated verifier. The type of checks performed 
and the way these are carried out is much more
transparent from the client’s point of view. 
Moreover, clients do not have to rely on a verifier
object downloaded from a service since the process
of such object verifying the initial proxy object is
not clear to the client. 

Therefore the problem of a service generated 
verifier that performs no actual check to the proxy
object, resulting in the verification of a faulty proxy, 
is eliminated. 

Service providers also do not need to worry
about having to provide a bootstrap proxy and a 
verifier. The only entity that services need to expose 
is the default proxy object. Absence of a bootstrap
proxy eliminates the need for services to implement 
an object based on the assumption that it would
consist of classes that the client already has.
Moreover, the current algorithm dictates that every
time the implementation of a proxy object changes
the verifier object has to change as well, since proxy

,,

verification is based on equality checking. Finally byqq
eliminating the need for services to produce two
additional objects (the bootstrap proxy and the
verifier), administration burden is removed from the
service provider. 
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central to all of the proposed solutions. The opera-
tions that the verifier performs, however, are dif-
ferent in every variation of the algorithm. The

2.  Client’s security requirements are injected to the

3. The client performs discovery of the Lookup

4. Before any interaction with the proxy takes place,

5. The verifier performs a series of security checks

6. In case the verifier has decided that the security 

Initially the client generates the verifier and speci- 
.

fies the security requirements (1). The verifier per-

forms a series of tests to verify trust in the proxy 

object (2). The result of the verification procedure is

expressed as a decision and the client gets notified

(3). If proxy has been considered to be trustworthy,
the client is allowed to contact the proxy object (4)

and access the related service. Comparing this solu-

tion with the default proxy verification algorithm, in

both algorithms the client is responsible for specify-

ing the type of security required. However, the entity

that is responsible for enforcing these requirements is

not an untrusted proxy object anymore, but a locally

Security
Requirements

Client

Access

Verification

Decision
Verifier(1)

(2)
(3)

(4)

Proxy



5.2 Restricting Proxy Object in a

Controlled Environment

1. Before any discovery process takes place, the
client generates a local verifier 
2.
requirements and the maximum amount of local 
resources permitted for use by proxy objects 
3. The client performs discovery of the Lookup
Service and downloads a service proxy object 

the proxy object to run. Besides performing security
checks to the proxy object, the verifier ensures that 
the proxy does not use more resources than
specified. All requests to and from the proxy object 
pass through the verifier. 

Figure 3 illustrates the followed process. The 
client generates a local verifier and assigns the
security requirements as well as any resources that 
proxy objects are permitted to use (1). After the
proxy object has been downloaded, it is passed to 
the verifier. The verifier performs similar type of 
security checks as in proposed solution 1, and 
additionally provides a controlled environment 
where proxy objects run. Any client requests and 
any responses from the proxy object pass through 
the verifier (2). The same is true for any 
communication held between the proxy object and 
its corresponding service.

The advantages of this solution are similar to 
those of the solution proposed in Section 5.1. The 
need for service providers to produce additional
objects besides the default proxy object is eliminated
and so are the assumptions relevant to the locality of 
classes in the bootstrap proxy and the checks 

performed by the service’s verifier. Moreover, 
by restricting execution of the proxy object into a set 
of finite resources, a protected environment 
safeguarded by the verifier is created. Verification 
does not occur only once, but the verifier is 
monitoring the proxy object continuously. Therefore
any potential hazards that might take place during
the execution of the proxy are more likely to be
identified and get dealt with. 

6 RELATED WORK 

In (Eronen et al., 2000) certificates are used to 
establish trust between services and users. Secure 
interaction is assumed, by allowing users and
services to interact only if they carry the appropriate 
credentials, supplied by a security library. However,
these credentials must be assigned to every service 
of the Jini community before any interaction could 
be realised. That reduces the spontaneity that Jini 
provides, and requires prior knowledge of the
services’ properties to exist, in order for the 
appropriate permissions to be assigned correctly. 
Trust establishment is also the purpose of 
(Hasselmeyer et al., 2000a). Trust establishment is 
attempted between the Lookup Service, the service
provider and the client. The authors propose an 
extension to the Jini architecture with a certification
authority, which provides certifications for the 
authentication of components. Capability managers
are responsible for administering the rights for each 
user. In that way, different access levels for each 
client can be easily implemented. Their solution,
however, assumes that one central certification
authority exists, in order for the appropriate
certificates and capabilities to be distributed to every 
Jini component that exists in the system. Thus, a 
prior knowledge of every service’s characteristics
should exist something that is not usually the case in
Jini. Moreover, the existence of a centralised 
authority is opposed to the decentralised nature of 
the Jini technology. The integration of authorisation 
and authentication techniques in Jini is also 
examined in (Schoch et al., 2001). The authors try to 
achieve that without introducing any additional
components, besides the facilities that Jini and Java 
already provide. They try to prevent man-in-the-
middle attacks, by signing the proxy object with a 
digital signature. This allows the clients to 
authenticate the source of the provided service, 
although it still can not be verified how the service t
users the provided by the service data. 

Figure 3: Verifier creation and interaction with the proxy object. 
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Client injects to the verifier the security 

4.  The verifier provides a controlled environment for 
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7 CONCLUSION 

We presented some security problems related with 
Jini and how they are countered by the current Jini
security model. Our focus is placed in the proxy 
trust verification algorithm since we believe that an
alternative way of verifying proxy object trust might 
encounter some of the existing problems. We 
presented our initial ideas in providing an alternative 
way of ensuring that hostile proxy objects would not 
impose any risk to clients of the system. We 
sketched two different approaches in solving the
problem. Both involve the concept of a local
generated verifier that either verify a downloaded 
proxy object or impose restrictions to that object’s
functionality. We also pointed out the advantages of 
these solutions. Future work includes further 
rectifying the presented concepts and come up with
a viable solution that would integrate with the 
existing model. Also implement a working prototype
and test it in a real world environment. 
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Abstract: Among the challenges in wireless networks is the high bit error rate, which is due mainly to atmospheric

noise, physical obstructions found in the signal’s path, multipath propagation, interference from other 

systems and terminal mobility. This high bit error rate makes it difficult to offer guaranteed services over 

the wireless link. In this paper, we present an experimental analysis study on the loss rate of wireless 

systems using six different scenarios. We also present an experimental study of jitter for UDP traffic over 

wireless Mobile IP networks. It is found that in order to provide different Quality of Service, QoS, to

downstream traffic flows and control network’s loss rate and jitter, it is not enough to have only DiffServ 

flow control mechanisms. A protocol for wireless link resource reservation and cooperation by senders is

also needed. We identify the relationship of jitter, loss rate and class allocation’s effect using Class Based 

Queueing (CBQ) and the packet sending rates in the wireless networks. It is found that loss rate and jitter 

can be controlled with DiffServ flow control mechanism, but it requires that the total traffic rate should be 

within the limit of the wireless link capacity. Various tests have been conducted under different settings and 

operating conditions.

1 INTRODUCTION 

1.1 Study of Loss Rate 

There are fundamental differences between wireless 
and wired LANs, which pose difficulties in the 
design of such systems and protocols (Nicopolitidis,
P. et al., 2003), (Nicopolitidis, P. et al., 2002). (The
wireless medium is characterized by high bit error 
rates (BERs) that can be ten times than that for 
wired LANs. Moreover, errors in wireless LANs 
occur in bursts, whereas in traditional wired systems 
errors appear randomly. Among the challenges in
wireless networks are: (a) wireless medium 
unreliability, (b) spectrum use, (c) power manage-
ment, (d) security, (e) routing, and (f ) interfacing
with wired networks. The phenomena causing 
reception errors in wireless systems are: (a) free
space path loss, (b) Doppler shift due to station
mobility, and (c) multipath propagation due to 

mechanisms such as reflection, diffraction, and 
scattering. Such mechanisms cause the signals to 
travel over many different paths (Nicopolitidis, P. 
et al., 2003), (Green, D. and Obaidat, M. S., 2003). 
Mobile IP protocol is an extension of the Internet 
protocol intended to support mobility in the Internet 
across all kinds of networks, both fixed (wire-line) 
and wireless types. When employed with wireless mm
access networks, it can be used to create truly
mobile networks. In practice, it enables people to 
access the Internet continuously with their laptop 
computers and other portable IP-capable devices 
while moving around an area covered by wireless
LANs.

Mobile IP was developed in response to the
increasing use of mobile computers in order to 
enable them to maintain Internet connection during
their movement from one access point to the other.
The term mobile here implies that the user is
connected to one or more application across the 
Internet and the access point changes dynamically.  
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Clearly, this is different from when a traveler 
uses his ISP’s account to access the Internet from 
different locations during his trip (Nicopolitidis, P.
et al., 2003), (Papadimitriou, G. et al., 2002). Mobile
IP is the modification to the standard IP so that it can
allow the client to send and receive datagrams no 
matter where it is attached to the network. The only
main security problem using this mechanism is the
redirection attacks, which occur when malicious 
clients give false information to the home agent in
the mobile IP network. The home agent is informed 
that the client has a new care of address. Thus, all IP 
datagrams addressed to the actual client are 
redirected to the malicious client (Nicopolitidis, P. 
et al., 2003). 

These days, wireless networks are accessed 
freely by Mobile Nodes. However, an accounting
and charging system starts to be developed. The idea 
of charging for network access quickly leads to the 
question of what kind of Quality of Service (QoS)
the customer is paying for and how it is ensured.
QoS support is naturally needed for the transfer of 
multimedia streams. In general, the assumption is 
that real-time data streams will be carried by
wireless Mobile IP networks, which are sometimes
called 4th generation wireless networks.

Loss rate is an important performance metric that 
is used to evaluate QoS over wireless links. It is
possible to achieve QoS for Mobile IP over wireless 
link if we can find the causes that increase loss rate. 
High losses in wireless networks make it difficult to
offer guaranteed services over the wireless link.
For TCP connections, high loss rate will introduce 
extra delay in the data transmission. For UDP 
connections, it will increase the unreliability of 
datagram delivery.

The current Internet architecture with its best 
effort service model is inadequate for applications 
that need various QoS assurances. Two different 
models have been proposed for Quality of Service
(QoS) in the Internet: the Integrated services 
(Intserv) and the Differentiated services (Diffserv)

provides QoS assurances to a group of applications.
Both of these models have been designed to work 
for wired networks. Hence, new solutions are needed 
for providing scalable QoS on wireless Mobile IP
networks.  

Jitter is considered an important metric that is
used to evaluate QoS for real-time streaming traffic.
Real-time streaming traffic and multimedia
synchronization (Wang, C., et al., 1994) require
source clock recovery for smooth playback at the 
destination (Pocher, H., et al., 1999). The cost of 
clock recovery depends greatly on the ability of the 
network to control jitter (Varma, S., 1996), (Wright,

D.J., 1996). Thus, jitter control over wireless
networks for real time applications has been directly 
connected to the quality of service, QoS, provided tof
end users.

The Class Based Queueing algorithm was
introduced by Jacobson and Floyd in 1995 (Floyd, S. 
and Jacobson, V., 1995). It was designed to share 
limited link resources efficiently by different classes.
CBQ is supposed to be used in a router where the 
links are heavily utilized. It allows traffic flows

addition, CBQ can be used to give priority over 
other traffics to packets that require low delay. In 
this way, the link can be shared by multiple data
flows yet still can meet the QoS requirements.

The basic rule of CBQ is that each class is given 
an average rate or a weight of the total bandwidth. 
Each class gets different amount of the shared 
resources. Classes can also be designed in a 
hierarchical structure. Classes on the same level of 
hierarchy share the whole resource of the parent 
class. Packets are sent whenever there are resources
available in the class to which the packets belong. 
However, if there are any unused resources in the 
parent class, the child classes may borrow them. 
Priority can be given to each class also. Higher 
priority traffics can be handled ahead of other lower 
priority traffics.

We put our emphasis on the downlink traffic 
jitter control on the wireless link a bit more than
uplink traffic. The tests of the downlink behavior are
more significant for two reasons. First, most flows 
requiring QoS are likely to be downstream flows
from the Internet to the mobile, such as broadcast 
audio and video. Second, technical solutions for 
dividing the downlink capacity such as the CBQ 
exist and can be deployed incrementally. On the
other hand, there are some open problems in the 
uplink direction. 

A testbed system running Dynamics hierarchical 
Mobile IPv4 and Redhat Linux 6.1 with Class Based 
Queueing (CBQ) on PCs with 2 Mbps Lucent 
WaveLAN cards was set up for experiments in a real
network environment. A description and analysis of 
the preliminary results from various experiments are 
presented in this paper. 

The first main goal of this experimental study is
to identify the relationship of loss rate and sent 
packets in both downstream and upstream directions 
and how Class Based Queuing (CBQ) can be used to 
provide different services for downstream traffic. 
We present our test results and give analysis on loss
rate of wireless Mobile IP.  

The second goal of this study is to identify the
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models. Intserv provides QoS guarantees to indi- 
vidual streams from end to end, while Diffserv

of bandwidth whenever congestion happens. In 
sharing a data link to be guaranteed some amount  

rate with and without DifferServ flow control
relationship between jitter and packet sending  



mechanism. We investigate here, the possibility to 
provide network jitter QoS guarantees with Class 
Based Queueing (CBQ) link resource sharing 
method. Our focus area is the wireless link and the
Mobile IP Foreign Agent (FA), the bottleneck 
network and router. Classes based on Class Based 
Queueing (CBQ) method are designed and 
implemented for the Foreign Agent. 

2 SYSTEM SETUP

In this section, we describe the setup of the test, 
performance measures, design of CBQ classes, and 
the tools used for measuring the QoS parameters. 
We installed a Mobile Ipv4 Home Agent in one PC,
Foreign Agent in one laptop PC, and three Mobile
Nodes (MNs) in three laptop PCs. Another PC was
used as the Correspondent Node (CN). All Mobile
Nodes are forced to connect to the FA by using a 
dynamic tool that comes with dynamic hierarchical
Mobile Ipv4 (Mediapoli, 2000), (The Dynamics,
2000). The whole setup is depicted in Figure 1.

The operating system used in all computers was
Linux Redhat version 6.1. Two Mbps WaveLAN 
cards were used for the three Mobile Nodes and 
Foreign Agent in order to provide wireless 
connections between the Mobile Nodes and Foreign 
Agent. The WaveLAN, CBQ, and some other 
Quality of Service, QoS, support software modules
were compiled and loaded to the Linux kernel. 

Traffic coming from the CN to MNs went through 
Foreign Agent. Correspondent Node is connected to
Foreign Agent through a high bandwidth Internet 
connection. Foreign Agent is connected to Mobile 
Nodes through a wireless connection. In the wired 
part, the available bandwidth was 10 Mbps. In the
wireless part, the available bandwidth was limited to 
2 Mbps WaveLAN card. The CBQ was installed in 
Foreign Agent for downstream traffic. The class
design is shown in Figure 2. The bandwidth of the 
wireless part was divided between two classes. The

total bandwidth was set to 1400 kbps. Although the
WaveLAN card has a 2 Mbps capacity, 

the test showed that the total usable bandwidth is 1.4
Mbps. The allocated resource for Class 1 is 100 
Kbps with weight 100 Kbps and Class 2 is 1300 
Kbps with weight 1300 Kbps. This kind of design of 
sharing resource is based on the consideration that 
we can give real time traffic high priority and most 
of the link resource while give datagram traffic low 
priority and very little link resource. However, the 
datagram traffic can use any bandwidth unused by
real-time traffic, according to the characteristic of 
CBQ.

Figure 3: Classifier design.

Packets were marked with different Differentiated 
Services Code Point (DSCP) values in the IP header 
before they were sent from the Correspondent Node 
to Mobile Nodes. In our test system, two DSCP 
values were used. Thus, all packets were separated 
into two types; each of which goes through its own 
class as shown in Figure 3. When these packets
come to FA, it will separate them into two classes
according to the DSCP values in the IP header of the 
packets. As shown in Figure 3, DSCP value 0x02
goes to Class 1:2 and 0x04 goes to Class 1:3. The 
two classes have different bandwidth weights. If the
traffic of one class exceeds the bandwidth limit, then
the excess packets will be discarded first by CBQ. 
These two classes can borrow bandwidth from each
other if the other has leftover bandwidth. Thus, no
bandwidth is wasted.

We installed measurement software called Iperf 
(Gates, M. and Warshavsky, A., 2000) in the three 
MNs and CN. Iperf is used to measure the maximum 
TCP and UDP throughput. It reports bandwidth,
jitter (delay variance) and datagram loss. It is a 
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Figure 2: CBQ class design. 

Figure 1: Layout of the test network. 
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similar tool to ttcp, but it has overcome some of the
limitations of ttcp. Iperf can run for a specified time
and can print periodic bandwidth, jitter, and loss
reports at specified time intervals. In the following 
experiments, jitter is calculated in average over 1
second.

3 EXPERIMENTS AND RESULTS

This Section describes the experiments performed 
and measurement results obtained. We have
considered six different scenarios; scenario 1 to 6.

3.1 Scenario 1

In this experiment and the next one, we study the
relation between loss rate, jitter characteristics and 
sending rate in the uplink direction of wireless 
systems. Three MNs (mart0, mart3, and mart4) are
sending data to CN. They are forced to connect to
the FA mart2. CBQ is not installed because it 
doesn’t affect uplink traffic in the wireless part.
Mart0 sends between 0 seconds to 60 seconds.
Mart3 sends between 10 seconds to 60 seconds. 
Mart4 sends between 30 seconds to 50 seconds. 
Therefore, we can see only one MN sending, two
MNs sending at the same time, and three MNs 
sending at the same time. Three MNs try to send at a 
rate of 700 Kbps. 

The performance results of loss rate are depicted 
in Figure 4.  
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Figure 4: Loss rate chart for scenario 1. 

As shown in the figure, we notice that:  
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Figure 5: Jitter characteristics for scenario 1.

As shown in the Figure 5, we notice that:
1. Jitter is evenly distributed among different 

traffic flows. 
2. When only one MN is sending, jitter is 

0.1ms, which is very small.  
3. When two MNs are sending at the same 

time, jitter is around 7 ms. Jitter is 
increased from 0.1ms to 7ms when total 
requested bandwidth increased from 700
Kbps to 1.4 Mbps, which is within the link 
capacity.

4. When three MNs are sending at the same
time, surprisingly the jitter is same as when 
two MNs are sending. The total requested 
bandwidth is 2,100 Kbps, which is more
than the available bandwidth in the wireless 
link 1400 Kbps. From our previous related 
work, we notice that the loss rate is about 
42% for all three streams in this situation. 
This heavy packet loss is mainly caused by
data collision and channel contention. We
may conclude that whenever we try to 
observe the jitter characteristic of a stream, 
we should also consider the packet loss rate
as well.
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From this experiment, we conclude that jitter charact-  
eristic is affected by how many other mobile nodes 
are sending data at the same time and their sending 
rate. If the total requested bandwidth is more than 
the available bandwidth in the link, then we should 

1. When only one MN is sending, the total 
required bandwidth is 700 Kbps which is 
within the limit of the available bandwidth 
of the wireless link. The loss rate is about 0. 

2. When two MNs are sending at the same time, 
the total required bandwidth is 1400 Kbps, 

which is just within the limit of the total
available bandwidth. The upstream loss rate
for the first stream is almost 0 and for the 
second stream is about 4%. 

3. When three MNs are sending at the same 
time, the total required bandwidth is 2.1 
Mbps, which exceeds the limit of the total
available bandwidth. The loss rate for three 
streams is the same and it is about 42%.

The performance results of Jitter characteristics are
depicted in Figure 5. 



3.2 Scenario 2 

In this experiment, we considered three MNs that try 
to send at 1.5 Mbps rate. All other settings are the 
same as in scenario 1. The purpose of the test is to
find out how loss rate and jitter characteristic change
when MNs send more UDP packets and require 
more bandwidth resource than the available 
bandwidth in the wireless link. Figure 6 summarizes
the results obtained in this test.  
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Figure 6: Loss rate chart for scenario 2. 

The finding of this experiment can be summarized 
as follows. When three MNs are sending at the same
time, the total required bandwidth is 4.5 Mbps,
which is beyond the limit of the total available
bandwidth. The loss rate for three streams is same 
and it is around 90%. We can see that the useful 
bandwidth is not equal to the available bandwidth 
2Mbps in the wireless link. About 90% of bandwidth 
is wasted due to data collisions. Figure 7
summarizes the results obtained for jitter 
characteristics in this test.
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Figure 7: Jitter characteristics for scenario 2.

As shown in the Figure 7, we notice that when two
or three MNs are sending at the same time, jitter is 
around 2.5ms, which is surprisingly small when
comparing to the result from scenario 1. From our 
previous related work, we found that the loss rate is
about 90% for all three streams. 

We may conclude that whenever we try to observe 
the jitter characteristic of a stream, we should also
consider the packet loss rate. If the packet loss rate is 
too large, then the jitter characteristic becomes
meaningless. There are many studies that have
investigated ways to control loss rate and avoid 
channel contention in the wireless network (Wang, 
Y. and Obaidat, M. S., 2004), (Kwon, Y. et al., 
2003), (Wang, Y. and Obaidat, M. S., 2004). 

3.3 Scenario 3 

In the following experiments, we study the relation
between loss rate, jitter characteristics and sending 
rate in the downlink direction of wireless Mobile IP
system. We also study the impacts of CBQ on the 
data lose rate in the wireless link.  

In this case, we study the downstream bandwidth
allocation loss rate and jitter characteristics between 
three MNs with CBQ method. The CBQ kernel 
module and the classes shown in Figure 2 and Figure
3 are installed in FA, mart2. Three MNs (mart0,
mart3, mart4) are receiving data from CN. The latter 
sends data to mart3 between 0–90s, to mart4 
between 10 and 90s, and to mart0 between 40 and 
70s. Mart3 is receiving a stream of 600 Kbps. The 
packets sent to mart3 are marked with the DSCP 
value 0x02. Those packets go through Class 1:2. The
packets sent to mart0 and mart4 are marked with the 
DSCP value of 0x04. These packets go through
Class 1:3.  
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Figure 8: Loss rate chart for scenario 3. 

As shown in Figure 8, we can make the following
main observations about this experiment: 
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consider packet loss rates when we analysis the
In order to mantain the main- jitter characteristics.

tain the traffic flow’s jitter at a certain level, some 
controlling methods must be taken.



1. When only one MN is receiving data from the
CN, the total required bandwidth is 600 Kbps
that is within the limit of the available bandwidth
of the wireless link, but beyond the limit of the 
allocated bandwidth to class 1:2. Since no traffic
stream goes in another class, traffic in Class 1:2
can borrow the unused resource in Class 1:3. The 
loss rate is about 3%.
2. When two MNs are receiving packets and 
their total requested rate is 1.1Mbps, which is 
within the available bandwidth, traffic in Class
1:2 can borrow the unused resources in Class
1:3. The loss rate of both streams is around 4%. 
3. When three MNs are receiving packets at the 
same time, the total required bandwidth is 1.8 
Mbps, which is beyond the limit of the total 
available1.4 Mbps bandwidth. The traffic
streams toward mart0 and mart4 go through
Class 1:3. The total traffic goes through Class 
1:3 is 1.2 Mbps that is within the available
bandwidth limit. The loss rate for those two
streams is the same, which is around 1%.

The stream towards mart3 goes through Class 1:2. 
The total traffic goes through Class 1:2 is 600 Kbps, 
which is beyond the limit of the available bandwidth
allocated to the class. The loss rate for stream 
towards mart3 is increased to 79% since it can only 
borrow 100 Kbps from Class 1:2. 

The performance result for jitter characteristics 
are depicted in Figure 9.
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Figure 9: Jitter characteristics for scenario 3.

As shown in Figure 9, we notice that:
1. Jitter characteristics are decided by the

allocated resources to each class and the
total amount of traffic in the class.  

2. When one MN is receiving packets and its 
requested rate is more than the capacity 
reserved for its class, but there is enough 
available bandwidth in the wireless link, the 
jitter is 0.  

3. When two MNs are receiving packets and 
their total requested bandwidth has been 

increased to 1300 Kbps that is within the 
available bandwidth, the jitter increased to 
9ms. 

4. When three MNs are receiving packets, the 
jitter for mart4 and mart0 is around 11ms,
which has not increased much. Mart4 and 
mart0 go to the class that has 1300 Kbps
capacity, and the total requested bandwidth 
by them is 1200 Kbps, which is within the
class capacity. The jitter for mart3 has been
increased from 9ms to 100ms. Mart3 goes 
to the class that has 100 Kbps capacity and 
its requested bandwidth is 600 Kbps, which 
is much more than available bandwidth 
since now three MNs are receiving at same 
time. In another class, there is only 100 
Kbps unused bandwidth left. Mart3 can 
borrow this 100 Kbps, but still mart3
cannot get all bandwidth that it needs. 

In this experiment, we see that CBQ method can 
be used to control traffic flow’s jitter to a constant 
level. Mart4 traffic flow’s jitter has been controlled 
at almost constant level. The jitter is not affected by
other Mobile Node’s sending large amount of data.

3.4 Scenario 4

Contrary to the experiments in scenario 3,
experiments in scenario 4 have been performed 
without CBQ setting. All other settings in this case
are the same as in case 3. The purpose of this test is 
to see the downstream bandwidth allocation between 
the three MNs without CBQ method. By comparing
the results from these two tests, we can analyze the
effect of CBQ on the loss rate variations for the
traffic towards MNs. 
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Figure 10: Loss rate chart for scenario 4.

Figure 10 summarizes the results obtained from this 
experiment. The main findings of this test are: When 
three MNs are receiving packets at the same time,
the total required bandwidth is 1.8Mbps, which is 
beyond the limit of the total available 1.4 Mbps 
bandwidth. The loss rate for each of the three traffic 
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streams is almost same, which is around 30%. Here
all traffic flows suffer from the insufficient traffic
capacity.

The performance result for jitter characteristics 
are depicted in Figure 11, which summarizes the 
results obtained from this experiment. 

The main findings of this test are similar to scenario
1 for uplink data. Without CBQ; we cannot see any
differentiation of jitter behavior for each traffic flow.
All traffic flows jitter are almost same. From our 
previous work, we found that when three Mobile 
Nodes are receiving data at same time (the total
requested bandwidth is 1800 Kbps), the loss rate 
was around 40%. In this period, jitter becomes 
meaningless. 

From scenario 3 and 4, we can conclude that 
CBQ can be used to control jitter to a constant level
when the requested bandwidth is within the
bandwidth limit of the class. In scenario 5 and 6, we 
test if CBQ still works if requested bandwidth 
exceeds the bandwidth limit for the class.

3.5 Scenario 5

In scenarios 5 and 6, all MNs receive large amounts 
of data that exceed the available bandwidth.
Experiments in scenario 5 are performed with CBQ
while in scenario 6 without CBQ. The purpose of 
experiments in this scenario is to see the
downstream bandwidth allocation loss rate and jitter 
characteristic between three MNs under the
condition that all MNs receive large volume of data 
that exceed the available bandwidth in the wireless 
link. By comparing the results from these two tests,
we can analyze the effect of CBQ on the loss rate
and jitter characteristic variations for the downlink
traffic. The main observations on the results in this
scenario are:
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Figure 12: Loss rate chart for scenario 5.

the loss rate chart, we can see that the loss rate is

2. We can conclude that CBQ can not ensure the 
link quality when the total downstream traffic at 
FA in each class exceeds the total wireless link 
capacity allocated to each class.
The performance result for jitter characteristics 

are depicted in Figure 13. 
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Figure 13: Jitter characteristics for scenario 5.

The main observations on the results in this scenario
is that when there are two or three MNs receiving 
data at the same time, the jitter for each data flow is 
extremely unstable; it varies between 5 ms to 60 ms.
CBQ does not guarantee better jitter characteristics 
for high priority class. From our previous related 
work, we noticed that the loss rate is almost 100% 
for all three streams. The jitter characteristic

loss rate when we analysis jitter characteristics
especially in the case when the wireless network 
resource is in over used condition. 
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becomes less important than controlling loss rate in
his situation. We conclude that we have to consider 

Figure 11: Jitter characteristics for scenario 4. 

1. When one MN, two MNs or three MNs are 
receiving, the total required bandwidth exceeds 
the total available bandwidth resource. The loss 
rate is almost 100% for all of the streams. From 

in extremely unreliable. Almost all the band-
width is wasted due to data collisions. 
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Contrary to scenario 5, the test in this scenario has
been performed without CBQ setting. All other 
settings in this test case are same as the test case 5. 
Figure 14 depicts the downstream loss rate versus 
time.  

Figure 14: Loss rate chart for scenario 6. 

The main observation from the results obtained from 
this test is that when one MN, two MNs or three 
MNs are receiving, the total required bandwidth 
exceeds the total available bandwidth resource. The
loss rate is almost 100% for all of the streams. 
The performance result for jitter characteristics are
depicted in Figure 15.
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Figure 15: Jitter characteristics for scenario 6.

The result shows that the jitter characteristics
become meaningless when all packets almost lost. 
Again, we conclude here that we have to consider 
loss rate when we analysis jitter characteristics.

4 DISCUSSIONS

4.1 Loss Rate Analysis

High losses in wireless networks make it more 

Obaidat, M. S., 2004), (Claessen, A. et al., 1994).
Mobility of Mobile Nodes also increases error rate 
by approximately 30%. For TCP connections, high 
loss rate will introduce extra delay in the data
transmission. For UDP connections, it will increase 
the unreliability of datagram delivery. In reference
(Xylomenos, G. and Polyzos, G., 1999), the authors
point out that some data collisions may sometimes 
go undetected with WaveLAN so that the error 
rate visible to higher layers with bidirectional (TCP) 
traffic increases (Green, D. and Obaidat, M. S., 
2003),(Xylomenos, G. and Polyzos, G., 1999),  
(Nguyen, G. T. et al., 1996).  

In wireless LANs with WaveLAN technology, 
which is used in our testbed, the bandwidth is shared 
among MNs using CSMA/CA for access control,
instead of CDMA/CD. The reason is that it would be
expensive to use CDMA/CD because it uses extra 
bandwidth.

As observed in experiments conducted in
scenarios 1 and 2, we found that Wave LAN MAC
layer does not divide bandwidth efficiently if thet
total bandwidth needed by the sending nodes 
exceeds the link capacity. The loss rate is same for 
all sending MNs. The bandwidth is divided equally
among the sending nodes and there is no technique 
for allocating different amounts. As mentioned 
earlier, the unpredictable losses are mainly caused 
by low quality radio reception and data collisions. 
The Low radio quality has been improved by 
enhancing the hardware quality and by technological 
innovations such as CDMA. Nevertheless, radio
transmission is always more prone to errors and link 
failure than wired networks. Data collisions can be
reduced by limiting the total amount of data
transmitted by the wireless nodes to the link 
capacity. There are general two ways to do this: (a) 
by letting the MN know the total available capacity 
by broadcasting or by individual signaling, and (b)
by letting the MN reserve resources from the nearest 
FA. The latter keeps accounting of the total available 
resources. A MN is only allowed to send traffic after 
it gets confirmation from the FA.

Data collisions can also be avoided by using a 
token passing protocol that allows only one node to
transmit at a time. However, the token-based 
approach is generally thought to be inefficient. This
is due to the fact that in a wireless LAN, token 
losses are much more likely to happen due to the 
high bit error rate (losses) of the wireless medium.
Moreover, in a token passing network, the token 

for a wireless LANs since it offers centralized 

3.6 Scenario 6 
radio reception and data collisions (Wang, Y. and 
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difficult to offer any guaranteed service. The unpre- 

dictable losses are mainly due to low quality

holder needs accurate information about its neigh-
bors and thus of the network topology. Polling, on
the other hand, is a more appealing MAC option
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is not feasible in the harsh fading environment of a 
wireless LAN (Wang, Y. and Obaidat, M. S., 2004),
(Obaidat, M.S., and Green, D., 2003). Hence, we
conclude that a protocol is needed for allocating 
bandwidth to MNs and MNs must themselves limit
their send rate.

In reference (Nicopolitidis, P. et al., 2003), the
authors propose a self-adaptive neural-based MAC 
protocol (SANP) for distributed wireless LANs.
According to the proposed protocol, the mobile
station that is granted permission to transmit is
selected via a neural-based algorithm, which is used 
to train the system in order to adapt to the network 
traffic pattern. The neural-like training algorithm 
utilizes a probability distribution vector, which
contains the choice probability for each mobile
station in the network. The network feedback plays 
the role of the system tutor. Following the reception 
of the feedback after a packet transmission, the 

transmission probabilities of the mobile stations.
It was proved that the training algorithm asym-
ptotically assigns to each station a portion of the 
bandwidth proportional to its needs.

As for the downstream transmission, the current 
Wireless LAN technology is not mature yet to 
provide good QoS guarantees. This is due to the 
high loss (high BER), low bandwidth, Doppler shift 
due to node’s mobility, multiple path propagation,
and poor bandwidth characteristic in Mobile IP 
wireless networks. Moreover, losses in wireless
networks occur in bursts, which complicate matters 
further.

We observed from the experiments in scenarios 
3 and 4 that CBQ works well when the total
downstream traffic at FA does not exceed the total 
wireless link capacity. That is, while the amount of 
traffic goes into some classes do not exceed the 
allocated resources to the classes, the CBQ works 
well. From our experiments in scenarios 5 and 6, we
observe that CBQ fails when the incoming traffic 
exceeds the total resources available. That is, CBQ,
at least in the tested implementation, cannot deal
efficiently with excessive traffic.

Resource reservation is required to ensure
quality of data routing over the wireless link.
Combined with resource reservation, Class-Based 
Queueing (CBQ) can provide sufficient QoS to
downlink traffic for nodes that do not intentionally 
exceed their reserved capacity.

To sum up, in order to provide different Quality 
of Service to downstream traffic flows, it is not 
enough to have only CBQ implemented in FA. A
protocol for wireless link resource reservation and 

example of such a protocol is the one we proposed 
in reference (Nicopolitidis, P. et al., 2003).

4.2 Jitter Characteristics Analysis

Due to the high loss, mobility and low bandwidth 
characteristics in Mobile IP wireless networks, QoS
is especially difficult to achieve in wireless LANs 
(Obaidat, M.S., and Green, D., 2003), (Nicopolitidis,
P. et al., 2002). From the experiments results, we
can see network jitter can be controlled though CBQ
queuing method for down link traffics, but it 
requires that the total data rate for the specific class 
be within the class capacity. For uplink network 
jitter control, there is no central control point (such 
as FA) to install any queuing method to control
Mobile Nodes’ access to the wireless network. From 
the experiment results, we can see if the total
sending rate of all Mobile Nodes exceeds the
wireless link capacity, then the packet loss is very
large. To control jitter and packet loss rate, first of 
all, Mobile Nodes must self-limit the sending rate
within the wireless link capacity. Secondly, better 
MAC layer controlling method for channel
contention and collision detection must be used or 
developed.  

From scenario 1 and scenario 2 for uplink stream 
data experiment results, we can see in general that 
when there is more traffic in the wireless link, the 
jitter will become higher. If there is no separate flow 
control mechanism for each MN, then their jitter 
values for UDP traffic are same. But surprisingly, 
when the amount of total traffic sending rate is much
higher than the link capacity, the jitter for each data
flow is not increasing much. The main reason for 
this is due to the fact that loss rate is very high in
this case.

Mobile Nodes self-limit packet sending rate has
significant effect on the QoS guarantee of the jitter, 
packet loss and link capacity usage. Token bucket 
can be used to control the packet sending rate and 
burst size, and leaky bucket can be used to shape the 
traffic. By using both, Mobile Nodes can effectively 
control their packets’ sending. However, more 
importantly, MAC layer must have advanced 
collision detect method to control Mobile Nodes 
contention for the channel. With current IEEE
standard 802.11 for wireless LAN, Media Access
Control (MAC) layer uses Carrier-sense multiple 
access/collision avoidance (CSMA/CA) for collision
avoidance. Wireless LANs also use channel 
reservation techniques by exchanging short “request-
to-send” (RTS) and “clear-to-send” (CTS) control
packets before the data packet is sent (Wang, Y. and 
Obaidat, M. S., 2004), (IEEE Standards, 1997). Two 

supervision of the network nodes. However,
constant monitoring of all nodes is required, which 

cooperation by the senders are also needed. An in the IEEE 802.11 MAC protocol are transmission

major factors affecting the throughput performance 
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neural algorithm performs a simple training pro- 
cedure in order to reach the goal of “learning” the



failure and the idle slots due to backoff at each 
contention period (Kwon, Y. et al., 2003). This 
protocol is prone to inefficiencies at heavy loads 
because of higher waste of bandwidth from 
collisions and backoffs when traffic increases.  

To avoid Mobile Nodes from competing for the 
wireless link resource and control the total traffic
rate within the wireless link capacity, we suggest 
using capacity reservation method. A simple 
capacity reservation and cancellation protocol is
outlined in (Wang, Y. and Obaidat, M. S., 2004), 
(Wang, Y. and Obaidat, M. S., 2004). Foreign Agent 
(FA) will be the central control point to maintain the 
reservation and monitor the traffics. According to
the reservation, each Mobile Node limits its traffic
rate. When the total traffic sending rate is within the
link capacity, we see from our experiments that jitter 
can be controlled at a constant level.

We observed from scenarios 3 and 4 that 
network’s jitter can be controlled to different levels
by the DiffServ flow control mechanism. With CBQ, 
jitter can be controlled to a constant level as long as 
the total traffic rate is within the class capacity. If 
the traffic exceeds the class capacity, then jitter 
cannot be guaranteed to be at a certain level. It 
varies according to the total traffic load of the 
wireless link. 

From these experiments, we see that at least one 
way we can use to control network’s jitter; it is to 
use CBQ method though designing suitable classes
for traffic flows and controlling which class each 
traffic flow goes to. For example, for important real-
time traffic, we can let it go to the class with the 
high link capacity, while for datagram traffic; we 
can let it go to the class with low link capacity.  

It is worth mentioning that in our experiment, we
have used static link capacity reservation by giving 
different fixed weight to each defined class with
CBQ. There are some other ways to dividing link 
capacity, such as dynamic capacity reservation 
(Braden, R., et al., 1997) and no capacity reservation 
(Kilkki, K., 1999). Further research is needed in how 
to use different link capacity reservation schemes to
provide QoS guarantees for wireless Mobile IP
networks. 

From scenarios 5 and 6 experimental results, we 
observe that high loss rate of traffic (maximum up to 
100%) has made jitter characteristic meaningless.
Thus, controlling of the loss rate becomes the first 
priority. CBQ failed to provide QoS guarantee for 
the downlink traffics. Thus some better mechanism 
for controlling wireless network access should be
provided.  

wireless link. With resource reservation, we can
make sure that the total traffic that goes through the 
wireless link is within the resources available. 
Combined with resource reservation, CBQ can
provide sufficient QoS to downlink traffic for nodes 
that do not intentionally exceed their reserved 
capacity and jitter can be controlled to a guaranteed 
level. For uplink traffic, self-limit traffic sending 
rate together with resource reservation can be used 
to provide sufficient QoS control, and thus jitter can
be controlled to a guaranteed level. 

5 CONCLUSIONS 

To conclude, loss rate is an essential parameter for 
providing guaranteed service over wireless links. We 
observed from the experiments presented in
scenarios 1 to 6 that the amount of data sent by
Mobile Nodes (MNs) is directly related to the packet 
loss rate. If MNs send more packets than the
wireless link resource capacity, then packet loss rate 
will increase dramatically. To limit the loss rate, we 
concluded from the upstream sending and down-
stream receiving tests that a protocol for allocating 
resources for MNs is needed. Moreover, MNs must 
self limit transmission rate according to the reserved 
capacity. Clearly, a protocol for wireless link 
resource reservation is needed. Example of such
protocols is our recent work presented in reference 
(Nicopolitidis, P. et al., 2003). This makes the
amount of packets sent and received by MNs not 
exceed the available wireless link resource limit. 

In this paper, we also identify the relationship of 
network jitter and packet sending rate in the wireless 
Mobile IP networks. The downlink jitter can be 
controlled with DiffServ flow control mechanism by
using CBQ, but it requires that the total traffic rate
be within the limit of the wireless link capacity. We
propose the use of resource reservation for the 
wireless link access for both downstream and 
upstream directions based on the experimental 
results. In both directions, a Mobile Node should 
request a reservation from the Foreign Agent, which
must keep track of the reservations and enforce them 
by dropping excess data. The experience and 
measured results from these experiments were
instrumental in identifying the problem areas and the 
most viable solutions. 

We can conclude that with current 802.11 MAC
layer collision control method, resource reservation 
is required to assure quality of data routing over thef
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Abstract: At a high speed of a few gigabits per second per wavelength, the wavelength division multiplexing (WDM) g
optical networks offer the capacity of several Terabits per second. More bandwidth in each optical channel 

means more serious loss each time a failure occurs. Therefore, network survivability is a crucial required 

provision in WDM optical networks. Survivability is the ability of the network to withstand network 

failures. Many schemes have been proposed to realize the reliable transmission against network failures.

This chapter provides an overview of the survivability issue along with the recently developed solutions in 

WDM optical networks. We classify these schemes based on their optimization objectives, discuss the

schemes in each class, compare their strengths and weaknesses, and present the possible future research

issues for survivable WDM optical networks. 

1 INTRODUCTION 

The explosive growth of data traffic poses important 
emerging bandwidth requirements on today’s
networks. The large bandwidth of optical fibres in 
the order of Terabits per second has made the fibres 
attractive for high-speed networks. The wavelength 
division multiplexing (WDM) technologyg  is playingy
a major role in the expansion of our networks by 
dividing the voluminous bandwidth of a fibre into 
many wavelengths, with each wavelength offering
the capacity of a few gigabits per second. As a result 
of the high volume traffic carried by WDM optical
networks, any node or link failure may have severe
consequences and could significantly downgrade the 
services to the worst extent. This is the reason why 
network survivability is clearly critical to WDM 
optical networks. 

Survivability refers to the network ability to 
reconfigure or reestablish the traffic transmission 
upon any failure. The node failure can be a result of 
the failure of network components such as
wavelength cross-connects (WXCs), wavelength
transmitters and receivers. The most common link 
failure is the fibre cut, which may result from the 
accidental disruption of cables such as construction 
works, fires, quakes, or even human errors (Ellinas, 
2000). Note that a node failure can be decomposed 

multiple link failures can be decoupled into several
single link failures; most published research as well 
as this chapter focuses on the single link failure. 
Many solutions with a variety of optimization
criteria have been proposed recently. WDM network 
survivability issue can be studied from different 
perspectives, as summarized in Section 2. Our major 
focus is to classify the representative survivability 
solutions into three types based on different 
optimization objectives, and compare their pros and 
cons as discussed Sections 3, 4, and 5, respectively. 
The feasible future research directions are proposed 
in Section 6, and the conclusions are given in 
Section 7.

2 SURVIVABILITY 

PERSPECTIVES

Many paradigms have been explored for the optical
network survivability. The recovery schemes can be
grouped into several types from different 
viewpoints. This section briefly describes the WDM 

summarized in Table 1. 

into failures of the links connected to that node, and 

network recovery schemes from different perspec-
tives. Their performance comparison is also 

© 2006 Springer. Printed in the Netherlands.
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2.1 Protection vs. Restoration

From the viewpoint of resource reservation, existing
recovery schemes can be classified as protection and
restoration. In protection schemes, the spare 
(backup) capacity is reserved during the connection 
setup and the OXCs and switches are preconfigured. 
Therefore, the disrupted traffic can be switched to 
the backup paths (links) as soon as the failure is 
detected. In restoration schemes, the available spare 
capacity is allocated to a specific traffic after a
failure occurs. While the restoration schemes are 
more efficient in capacity utilization due to the
dynamic sharing of the spare resource, the protection
schemes are faster and simpler without additional 
communications overhead.

2.2 Static Traffic Recovery vs.

Dynamic Traffic Recovery

Based on the traffic pattern in the network, the 
recovery schemes can be classified as static and 
dynamic traffic recovery. In the former, the set of 
connections is given a priori. The recovery schemes
configure network equipment and fibre links to 
minimize the required network resource while 
providing the recovery against network failures. Int
the latter, since the traffic changes dynamically, the
network configuration should be modified from time
to time. To avoid oscillation, a threshold is set to
trigger the reconfiguration only when the traffic 
changes drastically, especially when a network 
failure occurs. Unlike the static recovery in which 
the configuration can be done off-line, the dynamic
recovery scheme requires fast computation to be
done on-line.  

2.3 Centralized vs. Distributed

From the viewpoint of route computation and fault 
management mechanisms, there are essentially two 

paradigms: centralized vs. distributed. Centralized 
recovery schemes depend on the central controller to 
compute the backup lightpaths and to make the
recovery decision based on the up-to-date global 
network information. Frequent communications 
between each node and the central controller are 
required to maintain the accurate link state 
information. In contrast, distributed recovery 
schemes make the recovery decision locally. 
Without the global signalling overhead, the recovery 
speed is fast. However, each node only has the local 
information, thus maybe leading to inefficient 
resource utilization.

2.4 Link-based, Semi-path-based, 

and Path-based Recovery

Figure 1: Link-based vs. semi-path-based vs. path-based recoveryrr  schemes.

Based on the rerouting configuration, the recovery
schemes can be grouped as the link, semi-path, and 
path-based schemes as shown in Figure 1. In the 
link-based recovery, the single link failure is
recovered locally by rerouting traffic around the 
failed link. Since link recovery is not dependent on 
specific traffic patterns, it can be preplanned, and 
therefore fast recovery time can be achieved. In 
contrast, the failure can be recovered globally by
the path recovery. The traffics in the failed link are 
recovered on an end-to-end basis. All the source-
destination nodes of the traffic traversing the
failed link reroute the traffic separately and
independently. The path recovery scheme requires 
the involvement of many more nodes and the 
global network resource information, thus
requiring high communications overheads. The
semi-path-based scheme is similar to the path-
based scheme, except that the disconnected traffic 
is rerouted from the upstream node of the failed
link instead of the source node. Without cranking
back to the source node, the semi-path-based
scheme has the recovery speed comparable to the 
link-based scheme.

Yuanqiu Luo et al.332
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2.5 Shared vs. Dedicated Recovery

The recoveries can also be grouped from the
viewpoint of resource sharing. In the dedicated 
recovery scheme, the backup resource is dedicated 
for a specific primary path (link), and cannot be 
shared with other backup resource. For shared 
recovery, several primary paths (links) could share
the same backup resource as long as they are disjoint 
and the failures will not occur simultaneously. Such 
a sharing results in more efficient resource 
utilization. 

Table 1 summarizes the qualitative performance 
comparison among different recovery perspectives. 
In the WDM networks, a particular recovery scheme 
is essentially a combination of different
perspectives. For example, the recovery scheme in 
reference (Crochat, 1998) is a centralized link 
protection scheme, and thus it has the properties of 
fast recovery but with a relatively high 
communications overhead.

The problem of survivability is basically to 
optimize the spare network resource in order to 
realize the reliable functionality against network 
failures. Therefore, in this chapter, we adopt a new 
perspective, i.e., the optimization objective, to 
categorize the survivability schemes into three major 
classes as design, resource, and traffic optimization 
recovery schemes. The design optimization recovery
is defined as follows: given the network resource
and the physical network topology, find the best 
logical topology that is “immune” from failures, i.e., 
the logical topology is connected in the event of a
single link failure. The resource optimization
recovery is defined as follows: given the network 
topology, find the least network resource required to t
configure a survivable network against network 
failures. The resource can be wavelengths, fibres, or 
wavelength converters. The traffic optimization 
recovery is defined as follows: given the network 
topology and specific network resource, find the
most guaranteed traffic load or the balanced traffic 

distribution against failures. Section 3, 4, and 5 will 
discuss each category one by one. The comparison
of strengths and weaknesses among these schemes
are summarized in Table 2. 

3 DESIGN OPTIMIZATION 

RECOVERY

We discuss the problems and solutions of the design
optimization recovery in this section. Schemes are
referred by the authors’ names.

The Crochat-Le Boudec scheme (Crochat,
1998) —This scheme optimizes the mapping
between the virtual topology and the physical
topology to guarantee that each virtual link is 
independent of others, and no two virtual links share
the same physical link. The proposed disjoint 
alternate path (DAP) algorithm maps the virtual 
topology in such a way that, each virtual link has an
alternate virtual path, which shares no physical link 
with the virtual link itself. In fact, there is a hidden 
dependency between lightpaths in the virtual 
topology so that each link is not independent of each
other in the physical topology. By deleting the 
hidden dependencies between primary and backup 
lightpaths, the DAP algorithm guarantees that when
a single link failure occurs, any lightpath can always 
be recovered by using its predetermined backup
lightpath. The complexity is O(n4), where n is the
number of nodes. The studies in (Crochat, 2000) and 
(Nucci, 2004) extend DAP with the wavelength 
capacity constraint, and logical topology 
optimization, respectively. Some of the drawbacks
include: first, wavelength converters must be
deployed in all nodes; second, the deployed shortest 
paths may cause an uneven traffic load distribution.

The Modiano-Narula-Tam scheme (Modiano,
2002)—Based on Menger’s Theorem, a topology is 
2-connected (i.e., redundant) iff every cut of thef
topology has a cut-set size of no less than two, in 

Perspective             Type   Recovery Time Communications Overhead 
Resource Utilization
Efficiency

Link-based Fast Low High
Semi-path-based Medium Medium Medium/High Rerouting
Path-based Slow High Low 
Shared Fast High High

Resource Sharing 
Dedicated Slow Low Low
Centralized Fast High High

      Fault Management 
Distributed Slow Low Low
Protection Fast Low Low/Medium 

   Resource Reservation 
Restoration Slow/Medium High Medium/High 
Static-traffic Fast Low/Medium Low/Medium 

       Traffic Pattern 
Dynamic-traffic Slow High Medium/High 

Table 1: Performance comparison of different recovery perspectives.



which a cut is a partition of the set of nodes into two t
subsets. The edges connecting those two subsets in a
cut is called a cut-set. The number of edges in a cut-
set is the cut-set size. The authors proposed the
necessary condition for network routing 
survivability, i.e., none of the physical links are 
shared by all lightpaths in a cut-set so that any single
link failure does not cause a cut disconnected. Based 
on such condition, a set of integer linear 
programming (ILP) formulations is presented to
solve the following problem: given a physical
topology G and the corresponding lightpath 
requirement matrix X, find the logicalXX topology to
route the lightpaths such that the lightpaths are
survivable in the event of a single link failure. The 
applied constraints include lightpath connectivity,
lightpath survivability, and physical link capacity. 
The ILP is further relaxed by enforcing single node
to reduce the number of lightpath survivability f
constraints to n, where n is the number of nodes.
Such a relaxation works better as the physical
topology becomes denser. Built upon this necessary 
condition, the authors developed the lower bound on 
the number of links a physical topology must 
contain to support lightpath survivability (Narula-
Tam, 2004).

Figure 2: An example of p-cycle. Cycle (2, 4, 5, 7, 8, 11,

14, 12, 6, 3, 2) with dotted lines shows an example of the 

p-cycle in the NSFNET.

The Stamatelakis-Grover scheme (Stamatelakis,e
2000)—Stamatelakis— and Grover introduced the r
preconfigured cycles (p-cycles(( ) for the survivable 
network design. p-cycles are formed prior to any
failure by assigning closed paths in the spare
capacity. If a single link in the p-cycle fails (called 
the on-cycle failure, e.g., the failure of link (2,4) in
Figure 2), the left links in the p-cycle form a
protection path around that link, exactly working t
like the rings in SONET. This scheme is particularly
effective in mitigating the straddling failure (a link g
which does not belong to the p-cycle but its two end 
nodes that are in the p-cycle fails, e.g., the failure of 
link (5,6) in Figure 2). The p-cycle has two
restoration paths for a straddling failure. Formed 
into a closed path, the p-cycle provides the recovery 
speed of rings since each failure only includes the 
two nodes of the failed link for the recovery

operation. By using the spare capacity, the p-cycle
offers higher capacity utilization since each p-cycle
contributes to the restoration of more single link 
failures than a ring. The p-cycle approach is in effect 
a hybrid ring scheme, mixing path restoration for the
straddling failure with ring recovery for the g on-cycle
failure.

The Medard et al. scheme (Medard, 2002)—The 
idea of loop-back recovery is realized by assigning
two digraphs (directed graphs) for an optical 
network. The primary digraph is backed up by the
secondary digraph. Upon the failure of a link in the 
primary digraph, the disconnected traffic is carried 
using the secondary digraph by loop-back. Given an
edge-redundant undirected graph G(N(( ,NN E), this
scheme constructs a directed spanning subgraph
B = (N(( ,NN A) and its reversal R = B = (N(( ,NN A), where
each link a∈A in B is reversed to link a∈A in R.
Since B and R are connected, respectively, there 
exists a directed path in both of them for each pair of 
nodes. Each of the two conjugated digraphs, B and 
R, could provide the primary working paths, with the
other offering the backup capacity. When a link 
fails, the disconnected traffic loops back in the 
secondary digraph to travel around that link. 

The Ellinas et al. scheme (Ellinas, 2000)—
Ellinas et al. proposed the protection cycles for any 
link failure in a 2-connected digraph. The scheme 
sets up a double-cycle ring coverage for network G,
so that each edge is covered by two cycles. Each
cycle works as a primary or a secondary ring. When
a link fails, the automatic protection switching
(APS) mechanism switches the affected traffic into 
the secondary cycle. The set of the secondary cyclest
is referred to as the protection cycle. For a planar 
network, protection cycle is created by embedding 
the graph G in the plane and assigning certain 
directions for the faces. For a non-planar network,
protection cycle is created by the heuristic orientable
cycle double cover (OCDC) algorithm. The OCDC r
algorithm starts at an arbitrary node by adding
outgoing edges that satisfy the double-cycle
coverage constraint; all of the edges could be
covered twice by two different cycles. The APS
mechanism is implemented with the cooperation of 
protection fibres and protection switches. When a
fibre link fails, the failure is detected and the 
protection switches switch the traffic from the 

switching, protection cycles can be configured 
distributively to improve the recovery speed.

Summary—Theyy Crochat-Le Boudec scheme
employs DAP to ensure the network connectivity
after a failure occurs. It may yield low performance
in large networks due to its high complexity. Unlike
the Crochat-Le Boudec scheme that uses the Tabu 
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the end nodes of the failed link are involved in traffic 
primary fibre to the protection fibre. Since only 
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search, the Modiano-Narula-Tam scheme formulates 
the network survivability problem by ILP. It 
provides the optimal solution for various network 
topologies. The p-cycles in the Stamatelakis-Grover
scheme are a hybrid approach, which combines path
restoration and ring protection. It offers a solution 
with the ring-like recovery speed and the mesh-like
bandwidth efficiency. The Medard et al. scheme
offers a polynomial time solution based on the
generalized loop-back, and is applicable for different 
network topologies, such as planar, non-planar, and 

which provides a polynomial time solution for 
planar networks. 

4 RESOURCE OPTIMIZATION

RECOVERY

In this section, we discuss the recovery schemes for 
WDM optical networks that optimize network 
resource utilization. Such a problem is defined as 
finding the least network resource assignment 
against any single link failure for a given network 
G(N(( ,E). The schemes are referred by the authors’NN
names.

Figure 3: An example of the Ou et al. scheme. Lightpath

(2, 4, 5, 7, 8, 11) is divided into two primary subpaths (2,

4, 5) and (5, 7, 8, 11) by Domain A and B, respectively. 

Backup subpath (2, 3, 5) is for primary subpath (2, 4, 5), 

and backup subpath (5, 6, 9, 11) is for primary subpath (5, 

7, 8, 11), respectively. 

The Ou et al. scheme (Ou, 2004)—Ou et al. 
proposed to divide an optical network into domains,
and a lightpath is thus cut into several subpaths. The t
shared path protection (SPP) algorithm is then 
adopted in each domain to provide the least-cost 
backup subpath for the primary subpath. Two 
constraints are applied: first, the primary and backup
subpaths of an inter-domain lightpath must exit or 
enter any domain at the same domain-border node 
(DBN); second, the primary and backup subpaths of 
an intra-domain lightpath can only use the resource

optimized by maximizing backup resource sharing. 
When a failure occurs, traffic is switched within a
domain rather than the entire network, thus 
contributing to the fast recovery. 

Figure 4: A Hamiltonian cycle with dotted lines in the 

NSFNET. 

The Huang-Copeland scheme (Huang, 2002— 
A Hamiltonian cycle (HC) is a closed path which 
includes every node in the network exactly once.
Figure 4 shows a HC in the NSFNET with dotted 
lines. Such a cycle is actually the spanning ring of 
the network. When a single link fails, its two end 
nodes switch the disconnected traffic to the HC. The
network is by design always connected since a
single link failure could only reduce the cycle into a 
spanning tree. Therefore, the HC guarantees the
recovery of the network against any single link 
failure. Since a HC is a spanning ring of the
network, it may have a wider recovery coverage than
a p-cycle. For example, the single link failure of link 
(10,14) cannot be recovered by using the p-cycle in 
Figure 2. Such a failure can be protected by using 
the path (10,13,12,14) as shown in Figure 4. In order 
to cover all links, more than one p-cycles are needed 
while only one HC is enough, and assigning multiple
p-cycles complicates the network management. The 
bottleneck for HC is that not every network contains 
a HC. 

The Su-Su scheme (Su, 2001)—The authors 
proposed the ILP formulations for both off-line and 
on-line configuration restoration routing. The
objective is to maximize the wavelength sharing 
among the protection paths. The “bucket”-based link 
metric is applied to measure the path “width”, and 
they indicate the degree of resource sharing among 
different failures in a link and a path, respectively.
The “bucket” is the number of protection wave-
lengths reserved in link l for the failure of link l k.
The wavelengths required being reserved in link l
for any single link failure equal to the maximum 
bucket in that link. The “width” of link l isl
proportional to its reserved wavelengths h. When
h = 0, link l is called “exhausted” since it does not l
reserve any wavelength for protection. The “width” 
of path p corresponding to the failure of link k is thek
minimum value of the link width in path p.

et al. scheme offers a double cycle cover mechanism,

in the same domain. The resource of subpaths is 

Eulerian networks. On the other hand, the Ellinas



Maximizing resource sharing is achieved by
choosing the widest path among all candidates. This
widest path has the largest bucket, and thus the
largest number of wavelengths could be shared for 
protection. The required new resource is minimized 
by assigning the least hop path as the primary path
and the widest path as the protection path. 

The Xu et al. scheme (Xu, 2003)—The proposed e
scheme adopts the shared risk link group (SRLG) 
information to strengthen the cross-layer protection 
in WDM networks. It separates an active path (AP) 
and backup path (BP) into several active segments 
(ASs) and backup segments (BSs), respectively. The 
goal is to protect each AS with its corresponding BS
rather than to protect the whole AP. Different from 
the proposal in (Ou, 2004), overlapping links may
exist among ASs. Resource sharing among BSs is
maximized to achieve high efficiency. The ILP
approach is practical for medium-size networks, and 
the dynamic programming (DP) approach yields the 
suboptimal results with polynomial time complexity
for large networks. Interested readers are referred to 
(Lei, 2004), (Zang, 2003), and (Qin, 2003) for 
detailed discussions on cross-layer recovery. 

The Ho-Mouftah scheme (Ho, 2004)—The 
proposed optimal self-healing loop allocation
(OSHLA) algorithm dynamically selects cycles from 
a predefined cycle set to cover a given lightpath.
Each cycle is assigned a cost based on its sharable
capacity. Dijkstra’s algorithm is then employed to 
find the best cycle allocation among different 
options, aiming to maximize spare capacity sharing. 
Because the cycle length dominates the computation 
complexity, proper cycle length limits for typical 
networks have been further developed from 
experiments, thus achieving a compromise between 
efficiency and complexity.  

Summary—Generally, this group is developed yy
from the design optimization recovery schemes with 
the focus on the network resource optimization. The 
Ou et al. scheme maximizes the backup resource 
sharing within domains. The Hamiltonian cycle
scheme saves more resource than the p-cycles
scheme by aggregating the backup capacity into a 
spanning ring with the least number of links. The Su-
Su scheme applies the bucket model and the widest 
path to ensure that the reserved bandwidth can be
maximally shared among multiple link failures as 
long as they do not occur simultaneously. The Xu
et al. scheme protects several working segments 
instead of the whole working path, that results in
higher resource sharing than traditional path- 
based recovery schemes. The Ho-Mouftah scheme 
enhances the SONET self-healing ring by accom-
modating on-line sharable resource information, and 
the employment of cycle length limit contributes to
its on-line performance.

5 TRAFFIC OPTIMIZATION 

RECOVERY 

The traffic optimization can be divided into two 
major types: balancing traffic load and maximizing 
carried traffic load. The two types of traffic 
optimization problems are closely related. From the
point of traffic engineering, the traffic load can be
balanced by selecting the link with a light load. By
circumventing the heavily loaded links, the traffic 
blocking probability is reduced, and therefore the
overall accepted traffic increases. 

The Ruan et al. scheme (Ruan, 2004)—The
proposed routing with load balancing heuristics 
(RLBH) algorithm adopts load balancing in
restorable path computation. A pair of primary and 
backup paths is set up for a connection request, and 
the lighter-loaded links are preferred over the 
heavier-loaded ones. A critical index  is employed 
as the threshold to specify the link cost. When the 
number of free channels over link l is more thanl ,
the corresponding link cost is set to 1; the link cost is
set to  if there are no free channels over link l;
otherwise, a constant ( > 1) is set as the link cost.
When computing the backup path, RLBH prunes the 
links on the primary path, and prefers the links
containing sharable backup channels. The Dijkstra’s 
algorithm is then employed to find the least-cost 
path pair. RLBH needs the network status infor-
mation to estimate the number of backup channels in 
a link, and thereby, interior gateway protocol (IGP) l
has been extended with signalling augment. 
The Mohan et al. scheme (Mohan, 2001)—A 
dependable connection (D-connection), including the
primary working and the corresponding back-up 
lightpath, is established upon a connection request. In 
order to maximize the number of carried D-
connections, network resource multiplexing is
employed to share links among lightpaths. Different 
from other proposals, besides resource sharing among 
backup lightpaths, this scheme also allows resource 
sharing among a primary and several backup 
lightpaths to carry more D-connections. The
corresponding assumption is that no single link failure 
will cause two primary paths to compete for the same 
backup resource. The computational complexity is
O(knw) when the two lightpaths in a D-connection 
use the same wavelength, and O(k2nw) when they use 
different wavelengths, where k is the predetermined 
maximum number of candidate routes for any node 
pair, n is the number of nodes, and w is the number of 
wavelengths per fibre.
The Sahasrabuddhe et al. scheme (Sahasrabuddhe,
2002)—The fault management mechanism is
proposed to maximize the guaranteed traffic in a 
network. In the WDM layer, the modified path
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protection scheme configures a backup lightpath for 
each primary lightpath. In the IP layer, the modified 
restoration scheme also pre-configures the network 
so that the disconnected traffic can be rerouted over 
the spare capacity. These two schemes aim to 
maximize the scalar load factor, α. The whole
network traffic variation is modeled as αT, where T
is the traffic matrix. The larger the load factor, the
more guaranteed traffic can be carried by the 
network. The heuristic algorithm maximizes α by
iterating between two steps: step one attempts to free 
as many wavelengths and lightpaths as possible 
while maintaining the load in the maximally loaded 
link; step two attempts to set up as many guaranteed 
lightpaths among the freed resource as possible 
while decreasing the load in the maximally loaded 
link. To improve the efficiency, the shared-path 
protection is employed to allow resources shared 
among different backup lightpaths. The WDM layer 
shared-path protection offers more guaranteed traffic 
and much faster recovery time than those of the IP
layer restoration, which takes longer time for 
processing link state updates and recomputing
routing tables.

The Qiao-Xu scheme (Qiao, 2002)—The 
distributed partial information management (DPIM)
algorithm protects the traffic from the link failure
based on a shared path protection approach. It 
determines a pair of active path (AP) and backup
path (BP) for each bandwidth-guaranteed connection 
to maximize the number of carried connections. The 
sum of active bandwidth (ABW) and backup 
bandwidth (BBW) allocated to all connections is
called the total bandwidth (TBW). Each candidate
link on a new connection distributedly estimates 
additional BBW, and the path assignment with the
least BBW is selected. Besides connection
establishment, DPIM takes connection release into 
consideration. The overhead of link state
information distribution increases the accuracy of 
BBW estimation, thus maximizing the carried traffic
load.

Summary—Load balancing is facilitated in theyy
Ruan et al. scheme by directing new traffic to the 
lighter-loaded links, and the performance is 
determined by the threshold value . The Mohan
et al. scheme maximizes the carried traffic (i.e., D-
connections) by sharing spare wavelength channels 
among different backup lightpaths or among a 
primary lightpath and several backup lightpaths. The 
Sahasrabuddhe et al. scheme optimizes the
guaranteed traffic and the recovery time by
maximizing the load factor, α, and taking the α
advantage of the integration of IP restoration and 
WDM protection. The Qiao-Xu scheme maximizes
the bandwidth-guaranteed traffic by configuring the 
shared protection paths based on the distributed 

information. Unlike the Su-Su scheme [8] that every
edge node maintains partial and aggregated O(E2

y
)2

network information, the Qiao-Xu scheme distri-
butes information around the network, and the 
information maintained by each node is O(E), where
E is he number of links. E

6 FUTURE DIRECTIONS  

Future research of network survivability research
should address the following issues. 

6.1 Finer Granularity

Most of the design optimization recovery schemes in 
Section 3, 4, and 5 consider the recovery in the fibre
granularity level, in which the traffic carried by a
fibre is backed up by another fibre, and the number 
of available wavelengths is assumed sufficient for 
the sake of simplicity. All wavelengths in the backup
fibre are reserved in advance or reconfigured in real 
time. Therefore, the wavelength utilization 
efficiency is significantly deteriorated. Finer 
granularity, such as wavelength, should be adopted 
to improve the efficiency. One possible solution 
could be extending the current schemes by designing t
the lightpaths in the wavelength-based layered graph
(Luo, 2003) instead of the link-based graph. 

Since the backup resource assignment is done in

resource will be reserved, and thus more traffic
could be carried. 

6.2 Complexity Relaxation

The LP formulations are generally used to provide a 
mathematical formulation of the network 
survivability. Owing to the large number of 
constraints and the network size, solving such a set 
of formulations is time consuming. Thus, most of the 
schemes can only be implemented off-line, and 
appropriate heuristic algorithms are desperately
needed to simplify the computation. LP relaxation
(Krishnaswamy, 2001) and Lagrangian relaxation 
(Lee, 2004), (Zhang, 2004) could reduce the 
complexity. LP relaxation converts the LP problem 
into the ILP problem by quantizing continuous 
variables into discrete variables (integers). Branch
and bound method is implemented into such a 
relaxed problem to search for the solution. 
Lagrangian relaxation approach decomposes the
larger multiple constraint LP problem into smaller 
sub-problems. By relaxing wavelength-related 
constraints through the use of Lagrange multipliers,

the wavelength level instead of the fibre level, less
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Strengths Weaknesses

Crochat-Le Boudec
(Crochat, 1998)  

C L DE
• Guaranteed link failure

recovery 

• Unbalanced traffic load 

• Full-range wavelength

converters are required 

Modiano-Narula-Tam
(Modiano, 2002) 

C L DE
• Extendable for multiple

failures

• Wavelength continuity and 

wavelength capacity are not 

taken into consideration

Stamatelakis –Grover
(Stamatelakis, 2000) 

C L DE

• Similar recovery speed 

to and higher utilization

than rings 

• More than one p-cycles are

required to cover one network 

Medard et al.
(Medard, 2002) 

C L DE
• Polynomial time 

complexity

• Full-range wavelength 

converters are required 

Ellinas et al.
(Ellinas, 2000) 

D L DE • High recovery speed 

• Protection cycles may not be

found in non-planar and 

Eulerian networks 

Ou et al.
(Ou, 2004)

D P R
• Scalable for large

networks

• DBN must be capable of 

wavelength conversion 

Huang-Copeland
(Huang, 2002)

C L R
• Applicable for diverse

traffic granularities

• A Hamiltonian cycle may not 

exist in an arbitrary network 

Su-Su
(Su, 2001)

D P R • Balanced traffic load 

• Needs to distribute 

information of wavelength 

availability

Xu et al.
(Xu, 2003)

D L R
• Polynomial time

complexity 

• Wavelength continuity may

not be satisfied among path 

segments

Ho-Mouftah
(Ho, 2004) 

C P R • Variable loop size 
• Needs signalling protocol

extensions

Ruan et. al           
(Ruan, 2004) 

D P T • Balanced traffic load 

• Full-range wavelength 

converters are required at all

nodes

Mohan et al.
(Mohan, 2001) 

C P T

• Sharing resource among 

a primary and several 

backup lightpaths

• Low recovery efficiency

Sahasrabuddhe et al.
(Sahasrabuddhe, 2002) 

D P T
• Interoperability of 

multiple layers

• The IP restoration scheme

may not find an optimal

solution because of limited 

transceivers per node 

Qiao-Xu
(Qiao, 2002)

D P T
• Polynomial time

complexity 

• Needs accurate link state 

information

Note: C = Centralized, D = Distributed, L = Link-based, P = Path-based, R = Resource, DE = Design, T= Traffic=

Yuanqiu Luo et al.

Table 2: Strengths and weaknesses of the recovery schemes.
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the total number of constraints is greatly reduced. 
The optimal Lagrange multipliers provide the best 
tradeoff between the recovery coverage and the
resource utilization efficiency. Moreover, the 
relaxation process must ensure that the resulting
solutions are also the solutions to the original 
unrelaxed problem. 

6.3 Fault Recovery in Multifibre 

Networks

The real practice of installing bundles of multiple 
fibres motivates the research on the fault tolerance 
problem for multifibre optical networks. In such a 
network, a link between two nodes contains several
fibres; each supports tens of wavelength channels. If 
the same wavelength on the next hop is not 
available, traffic can be switched to another fibre, 
where the same wavelength is unoccupied. An 
efficient way to analyze the survivability is based on 
the layered graph. With each edge representing a 
specific wavelength channel, and each layer 
representing the connections in one wavelength, the 
primary and backup lightpaths can be assigned tt
simultaneously and optimized jointly. An important 
issue for survivable multifibre WDM networks is to 
determine whether the increased number of fibres 
trades off favourably with improved survivability. 
The research in (Luo, 2004) shows that multifibre
WDM networks low the traffic blocking probability. 
Therefore, it is possible to use fewer wavelengths in
each fibre with multiple fibres than with a single 
fibre to carry the same traffic load.

6.4 Multiple Failures Recovery 

Most schemes tackle the single link failure in WDM
optical networks. Such a single-link failure model 
assumes that at most one link can fail at any time,
and failures do not occur simultaneously. When a
link fails, all links that have failed earlier have been 
repaired (Mohan, 2001). In fact, with the growth of 
networks, multiple failures are possible. For 
example, a construction work may cut a buried 
optical cable, which has a bundle of fibres, thus
leading to several link failures. Moreover, the time
to repair a cable may be several hours or days. It is 
possible that another failure occurs during that 
interval. To recover multiple failures, the network 
must be configured with redundancy. In order to
protect double failures, the graph must be 3-
connected (i.e., it takes the removal of at least three
links to disconnect the graph) (Choi, 2002), and 
several backup lightpaths for a primary lightpath 
have to be predetermined. Careful configuration of 

network spare resource must be done to ensure that 
even when multiple links fail, one in the primary
working lightpath and another in the primary backup
lightpath, the traffic can be continued through the
secondary backup lightpath. 

7 CONCLUSIONS 

Survivability is a crucial network function for the 
high-speed WDM optical networks. It seeks to
recover network failures by means of the efficient 
use of spare network resource. Based on different 
optimization criteria, the existing recovery schemes 
can be divided into three classes: design, resource, 
and traffic optimization recovery. Design optimi-
zation recovery schemes predesign the whole 
network and reserve the spare resource for the single
fibre failure recovery. Since the network traffic 
matrix is unknown, such predesign is usually done at 
the fibre-based level. The design in the wavelength-
based level should be employed in order to improve 
efficiency. Resource optimization recovery schemes 
minimize the resource used for failure recovery by 
sharing the spare resource among primary or backup
lightpaths. Traffic optimization recovery schemes 
combine the failure recovery and the traffic
engineering. In addition to the recovery pro-
visioning, the carried traffic and load balancingff
among links are considered. The appropriate
relaxation methods could simplify the complexity of 
the above optimization issues. We have summarized 
the evaluation of various schemes in Table II, and 
provided directions for future research on 
survivability of WDM optical networks. 
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Abstract: Mobile IP has been developed to handle mobility of Internet hosts at the network layer. Mobile IP suffers from
a number of drawbacks such as requirement of infrastructure change, high handover latency, high packet loss
rate, and conflict with network security solutions. In this paper, we describe the architecture of Seamless IP
diversity-based Generalized Mobility Architecture (SIGMA) - a new mobility management scheme. SIGMA
utilizes IP diversity to achieve seamless handover, and is designed to solve many of the drawbacks of Mobile IP,
including requirement for changes in infrastructure. The survivability and security of SIGMA is evaluated and
shown that SIGMA has a higher survivability than Mobile IP - thanks to its centralized location management
scheme. SIGMA can interoperate with existing network security infrastructures such as Ingress filtering and
IPSec fairly easily. We also show the application of SIGMA to manage satellite handovers in space networks.

1 INTRODUCTION

Mobile IP (MIP) (Perkins, 2002; Perkins, 1998) has
been designed to handle mobility of Internet hosts at

a mobile computing environment, the most important
ones identified to date are high handover latency, high
packet loss rate (Malki, 2003), and requirement for
change in Internet infrastructure. Mobile IP is based
on the concept of Home Agent (HA) and Foreign
Agent (FA) (which requires modification to existing
routers in Internet) for routing packets from previous
point of attachment to the new one. An MH needs
to complete the following four steps before it can

achment: (i) perform Layer 2 (L2) handover. (ii) dis-
cover the new Care of Address (CoA), (iii) register the
new CoA with the HA, and (iv) forward packets from
the HA to the current CoA. During this period, the
MH is unable to send or receive packets through its
previous or new point of attachment (Koodli, 2004),
giving rise to a large handover latency and high packet

∗The research reported in this paper was funded by
NASA Grants NAG3-2528 and NAG3-2922.

loss rate.

MIP is known to have conflict with network secu-
rity solutions (Perkins, 1998). Base MIP does not co-
operate well when the HA is behind a firewall and the
MH is outside the firewall, unless firewall transver-
sal solution (Montenegro and Gupta, 1998) is used.
Moreover, base MIP has difficulty in the presence of
a foreign network which implements ingress filtering,
unless reverse tunnelling, where the HA’s IP address

data from the MH.

1.1 Recent Research on Improving
Mobile IP

Many improvements to Mobile IP have been proposed
to reduce handover latency and packet loss. IP micro-
mobility protocols like Hierarchical IP (Gustafsson
et al., 2001), HAWAII (Ramjee et al., 1999) and Cel-
lular IP (Cambell et al., 1999) use hierarchical foreign
agents to reduce the frequency and latency of location
updates by handling most of the handovers locally.
Low latency Handoffs in Mobile IPv4 (Malki, 2003)
uses pre-registrations and post-registrations which are
based on utilizing link layer event triggers to reduce
handover latency.

is used as the exit point of the tunnel, is used to send

remain alive and receive packets when a Mobile
Hos (MH)t moves from one point of attachment to
another SSSeveral drawbacks exist when using MIP in

the network layer. It allows a TCP connection to

receive forwarded data from the previous point of att-
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1999) not only uses a hierarchical FA structure, but
also queues packets at the visited FA buffer and for-
ward packets to MH’s new location. To facilitate
packet rerouting after handover and reduce packet

tion database that maintains the time delay between

(MRT) has been introduced at the home and for-
eign agents in (Wu et al., 2002), and a packet for-
warding scheme similar to (Perkins and Wang, 1999)
is also used between FAs to reduce packet losses dur-
ing handover. A reliable mobile multicast protocol
(RMMP), proposed in (Liao et al., 2000), uses mul-

Mobile IPv6 (Johnson et al., 2004) removes the
concept of FA to reduce the requirement on infrastruc-
ture support (only HA required). Route Optimization
is built in as an integral part of Mobile IPv6 to re-
duce triangular routing encountered in MIPv4 (John-
son et al., 2004). Fast Handovers for Mobile IPv6
(FMIPv6) (Koodli, 2004), aims to reduce handover
latency by configuring a new IP address before enter-
ing a new subnet. This results in a reduction in the
time required to prepare for new data transmission;
packet loss rate is thus expected to decrease. Like the
Hierarchical IP in MIPv4, Hierarchical MIPv6 mo-
bility management (HMIPv6) (Soliman et al., 2004)
also introduces a hierarchy of mobile agents to re-
duce the registration latency and the possibility of
an outdated Collocated CoA (CCOA). FMIPv6 and
HMIPv6 can be used together, as suggested in (Soli-
man et al., 2004), to improve the performance fur-
ther (in this paper, we refer to this combination as
FHMIPv6). The combination of Fast Handover and
HMIPv6 allows performance improvement by taking
advantage of both hierarchial structure and link layer
triggers. However, like FMIPv6, FHMIPv6 also re-
lies heavily on accurate link layer information. MH’s
high movement speed or irregular movement pattern
may reduce the performance gains of these protocols.
Even with the above enhancements, Mobile IP still
can not completely remove the latency resulting from
the four handover steps mentioned earlier, resulting in
a high packet loss rate (Hsieh and Seneviratne, 2003).

1.2 Motivation of SIGMA

As the amount of real-time traffic over wireless net-
works keeps growing, the deficiencies of the network
layer based Mobile IP, in terms of latency and packet
loss, becomes more obvious. The question that nat-
urally arises is: Can we find an alternative approach

to network layer based solution for mobility support?
Since most of the applications in the Internet are end-
to-end, a transport layer mobility solution would be
a natural candidate for an alternative approach. A
number of transport layer mobility protocols have
been proposed in the context of TCP, for example,
MSOCKS (Maltz and Bhagwat, 1998) and connection
migration solution (Snoeren and Balakrishnan, 2000).
These protocols implement mobility as an end-to-end
service without the requirement to change the net-
work layer infrastructures; they, however, do not aim
to reduce the high latency and packet loss resulting
from handovers. As a result, the handover latency for
these schemes is in the scale of seconds.

Traditionally, various diversity techniques have
been used extensively in wireless communications to
combat channel fadings by finding independent com-
munication paths at physical layer. Common diver-

polarization diversity, frequency diversity,
sity, and code diversity (Rappaport, 1996; Caire
et al., 1998). Recently, increasing number of mobile
nodes are equipped with multiple interfaces to take
advantage of overlay networks (such as WLAN and
GPRS) (Holzbock, 2003). The development of Soft-
ware Radio technology (Glossner et al., 2003) also
enables integration of multiple interfaces into a single
network interface card. With the support of multiple

sity: IP diversity can be achieved. On the other
hand, A new transport protocol proposed by IETF,
called Stream Control Transmission Protocol (SCTP),
has recently received much attention from the re -
earch community (Fu and Atiquzzaman, 2004). In
the field of mobile and wireless communications, the
performance of SCTP over wireless links (Fu et al.,
2002), satellite networks (Fu et al., 2003; Atiquz-
zaman and Ivancic, 2003), and mobile ad-hoc

The objective of this paper is to describe the archi-
tecture, survivability, and security of a new scheme
for supporting low latency, low packet loss
lity management scheme called Transport Layer

licability of SIGMA to mange handoffs in space net-
works. Similar in principle to a number of recent
transport layer handover schemes (Koh et al., 2004;
Xing et al., 2002; Li, 2002), the basic idea of SIGMA
is to decouple location management from data trans-
fer, and achieve seamless handover by exploiting IP
diversity to keep the old path alive during the process
of setting up the new path during handover. Although

Optimized smooth handoff (Perkins and Wang,

the MH and the crossover node. Mobile Routing Table

losses, Jung et.al. (Jung et al., 2002) introduces a loca-

ticast to route data packets to adjacent subnets to

sity techniques include: space (or antenna) diversity,
Gap Ack Blocks (Fu et al., 2005).
mance of MIP by utilizing SCTP’s unlimited SACK
new  transport layer protocol, to improve the perfor-
(Fu and Atiquzzaman, 2003), Fu et al. use SCTP, a
ensure low packet loss rate during MH roaming. In

time diver-

IP addresses in one mobile host, a new form of diver-

Mobility protocols should be

homing is a built-in feature of SCTP, which can be
very useful in supporting IP diversity in mobile com-
puting environments.
able to utilize these new hardware/software advances
to improve handover performance.

networks (Ye et al., 2002) is being studied. Multi-

mobi-

Seamless Handover (SIGMA). We also show the app-
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we illustrate SIGMA using SCTP, it is important to
note that SIGMA can be used with other transport
layer protocols that support multihoming. It can also
cooperate with IPv4 or IPv6 infrastructure without
any support from Mobile IP.

1.3 Contributions of Current
Research

The contributions of this paper are:

• Propose and develop transport layer based seam-
less handover (SIGMA). Here, “seamless” means
low latency and low packet loss.

• Adapt SIGMA for satellite handovers in space net-
works.

• Evaluate the survivability and security of SIGMA,
and compare with those of MIP.

1.4 Structure of this Paper

The rest of this paper is structured as follows: First,

ding handover signalling procedures, timing dia-
gram, and location management of SIGMA. We then
apply the concept of SIGMA for satellite handovers
in Sec. 3. The survivability and security issues of
SIGMA are evaluated in Secs. 4 and 5, respectively.
Finally, concluding remarks are presented in Sec. 6.

2 ARCHITECTURE OF SIGMA

In this section, we outline SIGMA’s signalling proce-
dure for mobility management in IP networks. The
procedure can be divided into five parts which will be
described below. The main idea of SIGMA is to

achieve seamless handover by exploiting IP diversity
to keep the old path alive during the process of setting
up the new path during handover.

In this paper, we illustrate SIGMA using SCTP.
SCTP’s multi-homing allows an association between
two end points to span multiple IP addresses or net-
work interface cards. An example of SCTP multi-
homing is shown in Fig. 1, where both endpoints A
and B have two interfaces bound to an SCTP associ-
ation. The two end points are connected through two
types of links: satellite at the top and ATM at the bot-
tom. One of the links is designated as the primary
while the other can be used as a backup link in the
case of failure of the primary, or when the upper layer
application explicitly requests the use of the backup.

A typical mobile handover in SIGMA, using SCTP
as an illustration, is shown in Fig. 2, where MH is a

Figure 1: An SCTP association with multi-homed end-
points.

multi-homed node connected to two wireless access
networks. Correspondent node (CN) is a node send-
ing traffic to MH, representing services like file down-
load or web browsing by mobile users.

Figure 2: An SCTP association with multi-homed mobile
host.

2.1 Handover Process

The handover process of SIGMA can be described by
the following five steps.
STEP 1: Layer 2 handover and obtain new IP address

Refer to Fig. 2 as an example, the handover prepa-
ration procedure begins when MH moves into the
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Sec. 2 describes the basic concept of SIGMA, inclu-

decouple location management from data transfer, and

achment to the network, it needs to perform a Layer
nologies, when a mobile host changes its point of att-
subnets. In the state of the art mobile system tech-
overlapping radio coverage area of two adjacent



2 (data link layer) handover to cutoff the associa-

a new one. As an example, in IEEE802.11 WLAN
infrastructure mode, this Layer 2 handover will re -
uire several steps: detection, probe, and authentica-
tion and reassociation with new AP. Only after these
procedures have been finished, higher layer protocols
can proceed with their signaling procedure, such as
Layer 3 router advertisements. Once the MH finishes
Layer 2 handover and receives the router advertise-

to obtain a new IP address (IP2 in Fig. 2). This can
be accomplished through several methods: DHCP,
DHCPv6, or IPv6 stateless address auto-configuration
(SAA) (Thomson and Narten, 1998).
STEP 2: Add IP addresses into the association

Initially, when the SCTP association is setup, only
CN’s IP address and MH’s first IP address (IP1) are
exchanged between CN and MH. After the MH ob-
tained the IP address IP2 in STEP 1, MH should bind
IP2 also into the association (in addition to IP1) and
notify CN about the availability of the new IP address
through SCTP Address Dynamic Reconfiguration op-
tion (Stewart et al., 2004). This option defines two
new chunk types (ASCONF and ASCONF-ACK) and
several parameter types (Add IP Address, Delete IP
address, and Set Primary Address etc.).
STEP 3: Redirect data packets to new IP address

When MH moves further into the coverage area of
wireless access network2, CN can redirect data traffic
to new IP address IP2 to increase the possibility that
data can be delivered successfully to the MH. This
task can be accomplished by sending an ASCONF
from MH to CN, through which CN set its primary
destination address to MH’s IP2. At the same time,
MH need to modify its local routing table to make
sure the future outgoing packets to CN using new path
through AR2.
STEP 4: Update location manager (LM)
SIGMA supports location management by employ-

ing a location manager which maintains a database
recording the correspondence between MH’s identity
and MH’s current primary IP address. MH can use
any unique information as its identity, such as home
address (like MIP), or domain name, or a public key
defined in Public Key Infrastructure (PKI).

Following our example, once MH decides to han -d
over, it should update the LM’s relevant entry with
the new IP address, IP2. The purpose of this proce-
dure is to ensure that after MH moves from wireless
access network1 into network2, subsequent new asso-
ciation setup requests can be routed to MH’s new IP
address (IP2). Note that his update has no impact on
the existing active associations.

We can observe an important difference between
SIGMA and MIP: the location management and data
traffic forwarding functions are coupled together in

MIP, while in SIGMA they are decoupled to speedup
handover and make the deployment more flexible.
STEP 5: Delete or deactivate obsolete IP address

When MH moves out of the coverage of wireless
access network1, no new or retransmitted data should
be directed to address IP1. In SIGMA, MH notifies
CN that IP1 is out of service for data transmission by
sending an ASCONF chunk to CN to delete IP1 from
CN’s available destination IP list.

A less aggressive way to prevent CN from send-
ing data to IP1 is to let MH advertise a zero receiver
window (corresponding to IP1) to CN. This will give
CN an impression that the interface (on which IP1
is bound) buffer is full and can not receive data any
more. By deactivating, instead of deleting, the IP
address, SIGMA can adapt more gracefully to MH’s
zigzag movement patterns and reuse the previous ob-
tained IP address (IP1) as long as the IP1’s lifetime
is not expired. This will reduce the latency and sig-
nalling traffic caused by obtaining a new IP address.

2.2 Timing Diagram of SIGMA

2.3 Location Management

As mentioned in STEP 4 of Sec. 2.1, SIGMA needs to
setup a location manager for maintaining a database
of the correspondence between MH’s identity and its
current primary IP address. Unlike MIP, the location
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ment from the new access router (AR2), it should begin

Figure 3: Timing diagram of SIGMA.

Figure. 3 summarizes the signalling sequences invol-
ved in SIGMA, the numbers before the events corres-
pond to the step numbers in Sec. 2.1. Here we assume
IPv6 SAA is used for MH to get new IP address. It
should be noted that before the old IP is deleted at
CN, it can receive data packets (not shown in the fig-
ure) in parallel with the exchange of signalling packets.
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manager in SIGMA is not restricted to the same sub-
net as MH’s home network (in fact, SIGMA has no
concept of home or foreign network). The location of
the LM does not have impact on the handover perfor-
mance of SIGMA. This will make the deployment of
SIGMA much more flexible than MIP.

The location management can be done in the fol-
lowing sequence as shown in Fig. 4: (1) MH updates
the location manager with the current primary IP ad-
dress. (2) When CN wants to setup a new association
with MH, CN sends a query to the location manager
with MH’s identity (home address, domain name, or
public key, etc.) (3) Location manager replies to CN
with the current primary IP address of MH. (4) CN
sends an SCTP INIT chunk to MH’s new primary IP
address to setup the association.

If we use the domain name as MH’s identity, we
can merge the location manager into a DNS server.
The idea of using a DNS server to locate mobile users
can be traced back to (Awerbuch and Peleg, 1991).
The advantage of this approach is its transparency to
existing network applications that use domain name
to IP address mapping. An Internet administrative
domain can allocate one or more location servers for

registered mobile users.

3 SIGMA-SN: SIGMA IN SPACE
NETWORKS

Spacecrafts, such as satellites, communicate among
themselves and with ground stations on the earth to
enable space communications. Depending on the al-
titude, satellites can be classified into three types:
Low Earth Orbit (LEO), Medium Earth Orbit (MEO)
and Geosynchronous Earth Orbit (GEO). GEO satel-
lites are stationary with respect to earth, but LEO and
MEO satellites move around the earth, and are handed
over between ground stations as they pass over differ-
ent areas of the earth. This is analogous to mobile
computers being handed over between access points
as the users move in a terrestrial network.

The National Aeronautics and Space Administra-
tion (NASA) has been studying the use of
protocols in spacecrafts for space communica-
tions (Bhasin and Hayden, 2002). For example,
the Global Precipitation Measurement (GPM) project
is studying the possible use of Internet technolo-
gies and protocols to support all aspects of data
communication with spacecraft (Rash et al., 2002b).
The Operating Missions as Nodes on the Internet
(OMNI) (NASA, Hogie et al., 2001) project at
GSFC is not only involved in prototyping, but is also
testing and evaluating various IP-based approaches
and solutions for space communications. Other ef-
forts in using Internet protocols for space communi-
cations have also been reported in the literature

Some of the NASA-led projects on IP in space in-
volve handoffs in space networks. Such projects

2002; NASA,), Commu-
nication and Navigation Demonstration on Shuttle
(CANDOS) mission (Hogie, 2002), and the GPM
project (Rash et al., 2002a). NASA has also
been working with Cisco on developing a Mobile
router (Leung et al., 2001). It is also anticipated that
MIP will play a major role in various space related
NASA projects such as Advanced Aeronautics Trans-
portation Technology (AATT), Weather Information
Communication (WINCOMM) and Small Aircraft
Transportation Systems (SATS) (Leung et al., 2001).
In this section, we will investigate the use of SIGMA
in space networks to support IP mobility. First, the
scenarios of network layer handoffs in satellite envi-
ronment is identified. Then we introduce SIGMA-SN
— the mapping of SIGMA in space network.
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Figure 4: Location management in SIGMA.

Compared toits MIP’s
requirement that each subnet must have a location
management entity (HA), SIGMA can reduce system

significantly by notcomplexity and operating cost
having such a requirement. Moreover, the survivabi-
lity of the whole system will also be enhanced as
discussed in Sec. 4.

Internet

(Minden et al., 2002).

include OMNI (Hallahan,



quirements both on satellite and user terminal, more
efficient spectrum allocation due to frequency reuse
between satellites and spotbeams. However, due to
the non-geostationary nature and fast movement of
LEO satellites, the mobility management in LEO is
much more challenging than in GEO or MEO.

If one of the communicating endpoint (either satel-
lite or user terminal) changes its IP address due to
the movement of satellite or mobile user, a network
layer handoff is required to migrate the connection of
higher level protocol (e.g. TCP, UDP, or SCTP) to
the new IP address. We describe below two scenarios
requiring network layer handoff in a satellite environ-
ment.
1. Satellite as a router (Fig. 5): When a satellite does

not have any on-board equipment which generates
or consumes data, but is only equipped with on-
board IP routing devices, the satellite acts as a
router in the Internet. Hosts are handed over from
one satellite to another as the hosts come under the
footprint of different satellites due to the rotation
of the LEO satellites around the Earth. Referring to
Fig. 5, the Fixed Host/Mobile Host (FH/MH) needs

may also require a network layer handoff. Previous
research (Nguyen et al., 2001; Sarikaya and Tasaki,
2001) have used Mobile IPv6 to support mobility
management in LEO systems, where the FH/MH
and Location Manager are mapped to Mobile IP’s
Mobile Node and Home Agent, respectively.

2. Satellite as a mobile host (Fig. 6): When a satel-
lite has on-board equipment (such as earth and
space observing equipment) which generates data
for transmission to workstations on Earth, or the
satellite receives control signals from the control
center, the satellite acts as the endpoint of the com-
munication, as shown in Fig. 6. Although the satel-
lite’s footprint moves from ground station A to B,
the satellite should maintain continuous transport
layer connection with its corespondent node (CN).
A network layer handoff has to be performed if the
IP address of the satellite needs to be changed due
to the handover between ground stations.

Figure 5: User handoff between satellites.

3.2 SIGMA-SN: Application of
SIGMA in Space Networks

Having described our proposed SIGMA scheme and
handoffs in space networks in Secs. 2 and 3.1, respec-
tively, we describe below the mapping of SIGMA into
a space handoff scenario, using satellites as examples
of spacecrafts. We call this application and mapping
of SIGMA to a space environment as SIGMA-SN.

1. Satellite as a router: Research results desribed
in (Kwon and Sung, 2001) showed that the mean
number of available satellites for a given FH/MH
is at least two for latitudes less than 60 degrees.
This means the FH/MH is within the footprint
of two satellites most of the time, which makes
SIGMA-SN very attractive for handoff manage-
ment with a view to reducing packet loss and hand-
off latency. The procedure of applying SIGMA in
this handoff scenario is straightforward; we just
need to map the FH/MH and satellites in Fig. 5
to the MH and access routers, respectively, in the
SIGMA scheme (see Fig. 2) as given below:

• Obtain new IP: When FH/MH receives adver-
tisement from Satellite B, it obtains a new IP
address using either DHCP, DHCPv6, or IPv6
Stateless Address Autoconfiguration.

• Add new IP address to the association: FH/MH
binds the new IP address into the association (in
addition to the IP address from Satellite A do-
main). FH/MH also notifies CN about the avail-
ability of the new IP address by sending an
ASCONF chunk (Stewart et al., 2004) to the CN
with the parameter type set as

”

Add IP Address”.

3.1 Handoffs in a Satellite
Environment

LEO satellites have some important advantages over
GEO satellites for implementing IP in space. These
include lower power

points change from Satellite A to

to maintain a continuous transport layer connection
with correspondent node (CN) while their
attachment

or even differentsatellite B. Different satellites,
spot-beams within a satellite, can be assigned with
different IP subnet addresses. In such a case, IP ad-
dress change occurs during an inter-satellite hand-

Foroff, thus requiring a network layer handoff.
highly dense service areas, a spot-beam handoff
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re-propagation delay, lower



Figure 6: Satellite handoff between ground stations.

• Redirect data packets to new IP address: CN can
redirect data traffic to the new IP address from
Satellite B to increase the possibility of data be-
ing delivered successfully to the FH/MH. This
task can be accomplished by sending an AS-
CONF chunk with the Set-Primary-Address pa-
rameter to CN, which results in CN setting its
primary destination address to FH/MH as the
new IP address.

• Updating the Location manager: SIGMA-SN
supports location management by employing
a location manager that maintains a data-
base which records the correspondence between
FH/MH’s identity (such as domain name) and
its current primary IP address. Once the Set-
Primary-Address action is completed success-
fully, FH/MH updates the location manager’s
relevant entry with the new IP address. The
purpose of this procedure is to ensure that after
FH/MH moves from the footprint of Satellite A
to that of Satellite B, further association setup re-
quests can be routed to FH/MH’s new IP address.

• Delete or deactivate obsolete IP address: When
FH/MH moves out of the coverage of satellite A,
FH/MH notifies CN that its IP address in Satel-
lite A domain is no longer available for data
transmission by sending an ASCONF chunk to
CN with parameter type ”Delete IP Address”.

Due to the fixed movement track of the satellites
in a space environment, FH/MH can predict the
movement of Satellites A and B quite accurately.
This a-priori information will be used to decide on

the times to perform the set primary to the new IP
address and delete the old IP address. This is much
easier than in cellular networks, where the user mo-
bility is hard to predict precisely.

2. Satellite as a mobile host: In this case, the satellite
and IP Router A/B (see Fig. 6) will be mapped to
the MH and access routers, respectively, of SIGMA.
In order to apply SIGMA-SN, there is no special
requirement on the Ground Stations A/B and IP
routers A/B in Fig 6, which will ease the deploy-
ment of SIGMA-SN by not requiring any change to
the current Internet infrastructure. Here, the proce-
dure of applying SIGMA-SN is similar to the pre-
vious case (where the satellite acts as a router) if
we replace the FH/MH by the satellite, in addition
to replacing Satellites A/B by IP routers A/B.
Since a satellite can predict its own movement
track, it can contact Ground Station B while it is
still connected to Ground Station A. There may be
multiple new Ground Stations available to choose
from due to the large footprint of satellites. The
strategy for choosing a Ground Station can be in-
fluenced by several factors, such as highest signal
strength, lowest traffic load, and longest remaining
visibility period.

3.3 Vertical Handoff between
Heterogeneous Technologies

Figure 7: Vertical handoff using SIGMA-SN.

nologies can be integrated to give mobile users a
transparent view of the Internet. Handoff will no
longer be limited to between two subnets in Wirless
LAN (WLAN), or between two cells in a cellular net-
work (horizontal handoff). In the future, mobile users
will expect seamless handoff between heterogeneous
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Different types of wireless access network tech-



access networks (vertical handoff), such as WLANs
and cellular networks.

MIP operates in Layer 3 and is independent of the
underlying access network technology. Although it
can be used for handoffs in a heterogeneous environ-
ment, there are a number of disadvantages in using
MIP for vertical handoffs (Dixit, 2002). The disad-
vantages include complexity in routing, high signal-
ing overhead, significant delay especially when CN
is located in foreign network, difficulty in integrating
QoS protocols such as RSVP with triangular routing
and tunnelling.
SIGMA-SN is well suited to meeting the require-

SIGMA-SN to perform vertical handoffs from WLAN
to a cellular network, and then to a satellite net-
work. A multi-homed mobile host in SIGMA-SN is
equipped with multiple interface cards that can bind
IP addresses obtained from different kinds of wireless
network access technologies.

4 SURVIVABILITY
COMPARISON OF SIGMA
AND MIP

In this section we discuss the survivability of MIP
and SIGMA. We highlight the disadvantages of MIP
in terms of survivability, and then discuss how those
issues are taken care of in SIGMA.

4.1 Survivability of MIP

In MIP, the location database of all the mobile nodes
are distributed across all the HAs scattered at differ-
ent locations (home networks). According to princi-
ples of distributed computing, this approach appears
to have good survivability. However, there are two
major drawbacks to this distributed nature of location
management as given below:

• If we examine the actual distribution of the mobile
users’ location information in the system, we can
see that each user’s location and account informa-
tion can only be accessible through its HA; these
information are not truly distributed to increase the
survivability of the system. The transparent repli-
cation of the HA, if not impossible, is not an easy
task as it involves extra signaling support as pro-
posed in (Lin and Arul, 2003).

• Even if we replicate HA to another agent, these
HAs have to be located in the home network of
an MH in order to intercept the packets sent to
the MH. The complete home network could be lo-
cated in a hostile environment, such as a battlefield,
where the possibility of all HAs being destroyed is

still relatively high. In the case of failure of the
home networks, all the MHs belonging to the home
network would no longer be accessible.

4.2 Centralized Location
Management of SIGMA offers
Higher Survivability

Referring to Fig. 4, SIGMA uses a centralized loca-
tion management approach. As discussed in Sec. 2.1,
the location management and data traffic forward-
ing functions in SIGMA are decoupled, allowing it to
overcome many of the drawbacks of MIP in terms of
survivability (see Sec. 4.1) as given below:

• The LM uses a structure which is similar to a DNS
server, or can be directly combined with a DNS
server. It is, therefore, easy to replicate the Loca-
tion Manager of SIGMA at distributed secure loca-
tions to improve survivability.

• Only location updates/queries need to be directed
to the LM. Data traffic do not need to be intercepted
and forwarded by the LM to the MH. Thus, the LM
does not have to be located in a specific network to
intercept data packets destined to a particular MH.
It is possible to avoid physically locating the LM
in a hostile environment; it can be located in a se-
cure environment, making it highly available in the
network.

Figure 8: Survivability of SIGMA’s location management.

cation management, implemented using DNS servers
as location servers. Currently, there are 13 servers
in the Internet (R. Bush et al., 2000) which constitute
the root of the DNS name space hierarchy. There
are also several delegated name servers in the DNS
zone (Stevens, 1994), one of which is primary and
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ments of vertical handoff. Figure7 illustrates the use of

Figure 8 illustrates the survivability of SIGMA’s lo-



the others are for backup and they share a common
location database. If an MH’s domain name belongs
to this DNS zone, the MH is managed by the name
servers in that zone. When the CN wishes to estab-
lish a connection with the MH, it first sends a request
to one of the root name servers, which will direct the
CN to query the intermediate name servers in the hi-
erarchy. At last, CN obtains the IP addresses of the
name servers in the DNS zone to which the MH be-
longs. The CN then tries to contact the primary name
server to obtain MH’s current location. If the primary
server is down, CN drops the previous request and re-
tries backup name server 1, and so on. When a backup
server replies with the MH’s current location, the CN
sends a connection setup message to MH. There is
an important difference between the concept of MH’s
DNS zone in SIGMA and MH’s home network in MIP.
The former is a logical or soft boundary defined by
domain names while the latter is a hard boundary de-
termined by IP routing infrastructure.

If special software is installed in the pri-
mary/backup name servers to constitute a high-
availability cluster, the location lookup latency can
be further reduced. During normal operation, heart
beat signals are exchanged within the cluster. When
the primary name server goes down, a backup name
server automatically takes over the IP address of the
primary server. A query requests from a CN is thus
transparently routed to the backup server without any
need for retransmission of the request from the CN.

Other benefits SIGMA’s centralized location man-
agement over MIP’s location management can be
summarized as follows:

• Security: Storing user location information in a
central secure database is much more secure than
being scattered over various Home Agents located
at different sub-networks (in the case of Mobile IP).

• Scalability: Location servers do not intervene with
data forwarding task, which helps in adapting to the
growth in the number of mobile users gracefully.

• Manageability: Centralized location management
provides a mechanism for an organization/service
provider to control user accesses from a single
server.

5 SECURITY OF SIGMA

In this section, we discuss the security issues of
SIGMA and its interoperability with the current secu-
rity mechanisms of the Internet.

5.1 Interoperability between MIP
and Ingress Filtering

Ingress filtering is widely used in the Internet to pre-
vent IP spoofing and Denial of Service (DoS) attacks.
Ingress filtering is performed by border routers to en-
force topologically correct source IP address. Topo-
logical correctness requires MH to use COA as the
source IP address, since the COA is topologically
consistent with the current network of the MH. On
the other hand, TCP keeps track of its internal ses-

over TCP require the MH to always use its home ad-
dress as its source address. The solution to this con-
tradiction caused by combined requirements of user
mobility, network security and transport protocols is
reverse tunnelling, which works but lacks in terms of
performance as illustrated below.

Figure 9: Interoperability between Mobile IP and Ingress
Filtering.

Reverse tunnelling in MIP is shown in Fig. 9 which
consists of the following components (Perkins, 2002):

1. Encapsulation: A data packet sent from the MH
to the CN has two IP headers: the inner header
has source IP address set to MH’s home address
(MHHA) and destination IP address set to CN’s IP
address; the outer header has its source IP address
set to MH’s CoA and destination IP address set to
HA’s IP address (HAA). Since the MH’s CoA is
topologically correct with the foreign network ad-
dress, ingress filtering at foreign network’s border
routers allows these packets to pass through.

2. Decapsulation: The packets from the MH are
routed towards the MH’s HA because of the outer

A Transport Layer Mobility Management 49

sion states between communicating endpoints by
using the IP address of the two endpoints and port
numbers (Stevens, 1994). Therefore, applications built



Figure 10: Interoperability between SIGMA and Ingress Fil-
tering.

IP destination address. The HA decapsulates the
packets, resulting in data packets with only one IP
header (same as the previous inner header), which
are then forwarded to their actual destination, i.e.
the CN.

3. Data Delivery: When data packets arrive at the CN
with the source and destination addresses being that
of MH’s home address and CN’s address, respec-
tively, they are identified by its TCP connection and
delivered to the upper layer application.

Reverse tunnelling makes it possible for MIP to inter-
operate with Ingress filtering. However, the encapsu-
lation and decapsulation of packets increase the

formance bottleneck as the number of MHs increases.

5.2 Interoperability between SIGMA
and Ingress Filtering

In SIGMA, the transport protocol uses IP diversity
to handle multiple IP addresses bound to one asso-
ciation. The CN can thus receive IP packets from
multiple source IP addresses belonging to an associ-
ation, identify the association, and deliver the pack-
ets to the corresponding upper layer application. This
improved capability of endpoint transport protocol
permits smooth interoperability between SIGMA and
Ingress Filtering.

As shown in Fig. 10, MH can use the CoA that be-
longs to the subnet which is responsible for sending
data for the MH. In the new network, after the new
CoA (NCoA) has been bound into the current associ-
ation through ADDIP chunks (discussed in Sec. 2.1),
the MH uses the NCoA to communicate directly with

Transport protocol

ESPAH

IP

Application

Figure 11: Use of IPSec with SCTP.

the CN. Since the NCoA is topologically correct with
the subnet address, the border router of the foreign
network allows packets with source IP set to the new
CoA to pass. Thus, SIGMA does not require encap-
sulation and decapsulation as done in MIP. The trans-
port protocol stack at the CN takes care of delivering
packets coming from both previous CoA (PCoA) and
NCoA to the upper layer application. SIGMA, there-
fore, interoperates well with ingress filtering without
the need for reverse tunnelling.

5.3 Enhancing the Security
ofSIGMA by IPSec

IPSec has been designed to provide an interoperable
security architecture for IPv4 and IPv6. It is based on
cryptography at the network layer, and provides se-
curity services at the IP layer by allowing endpoints
to select the required security protocols, determine
the algorithms to use, and exchange cryptographic
keys required to provide the requested services. The
IPSec protocol suite consists of two security proto-
cols, namely Authentication Header (AH) and Encap-
sulating Security Payload (ESP). ESP provides data
integrity, authentication, and secrecy services, while
the AH is less complicated and thus only provides the
first two services. The protocol stack, when IPSec is

shown in Fig. 11.
SIGMA is based on dynamic address reconfigura-

tion, which makes the association vulnerable to be
hijacked, also calledi traffic redirection attack. An at-
tacker claims that its IP address should be added into
an established association between MH and CN, and
further packets sent from CN should be directed to
this IP address. Another kind of security risk is in-
troduced by dynamic DNS update. An attacker can
send a bogus location update to the location manager,
resulting in all future association setup messages be-
ing sent to illegal IP addresses. The extra security risk
introduced by SIGMA gives rise to the authentication
problem: CN and LM need to determine whether the
MH initiated the handover process. Since both AH
and ESP support authentication, in general, we can
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increase the load on the HA, which may become a per-

used with a transport protocol (SCTP in our case), is

end-to-end delay experienced by data packets, andalso



Figure 12: Interoperability between SIGMA and IPSec.

choose either of them for securing SIGMA. ESP has
to be used if data confidentiality is required. Assume
that we are only concerned with authentication of MH
by CN and LM to prevent redirection attack and asso-
ciation hi-jacking. In this case, AH can be used as
shown in Fig. 12. All address reconfiguration mes-
sages and location updates sent to CN and LM should
be protected by IPSec AH header.

6 CONCLUSIONS

We have presented the architecture of Seamless
IP diversity-based Generalized Mobility Architecture
(SIGMA) to manage handovers of mobile nodes in the
Internet architecture. We have shown the applicabil-
ity of SIGMA to space networks for performing inter-
satellite handovers, and presented the survivability
and security of SIGMA. It has been shown that SIGMA
has a higher survivability than MIP – thanks to its cen-
tralized location management scheme. SIGMA can
also easily interoperate with existing network security
infrastructures such as Ingress filtering and IPSec.
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