
Epistemi Constraints on AutonomousSymboli Representation in Natural andArti�ial AgentsDavid Windridge and Josef KittlerShool of Eletronis and Physial Sienes, University of Surrey, Guildford,Surrey, GU2 7XH, United Kingdom. D.Windridge�surrey.a.uk1 IntrodutionThe aim of the following is to examine the epistemi1 onstraints on self-updating ognition appliable to both arti�ial and biologial agents. In par-tiular, we onsider the problem of how the autonomous updating of an em-bodied agent's pereptual framework in response to the pereived require-ments of the environment an our in a logially-onsistent fashion, suh theability to validate the agent's representation of the environment is maintainedthroughout.Thus, a ognitive agent employing a representational framework,R, must,upon examination of a set of observations fog relating to the agent's en-vironment, be apable of undergoing spontaneous transition to an updatedrepresentational framework R' in whih the environment observations aretransformed into an alternative set of observables fo'g (of possibility di�eringardinality) that are deemed to be more 'representative' of the environmentvia some appropriate riterion of representativity. The question then immedi-ately arises of what form this riterion should take, given that the only aessthat the agent has to the environment in order to determine the representa-1 ep-i-ste-mi:1. Of, relating to, or involving knowledge; ognitive.(The Amerian Heritage Ditionary of the English Language, 4th Ed. Houghton Mifflin Company, 2004).2. Of, or relating to, epistemology(WordNet 1.7.1. Prineton University, 2001).[From the Greek epist�em�e, knowledge℄e-pis-te-mol-o-gy:1. The branh of philosophy that studies the nature of knowledge,its presuppositions and foundations, and its extent and validity.(The Amerian Heritage Ditionary of the English Language, 4th Ed. Houghton Mifflin Company, 2004).



2 David Windridge and Josef Kittlertivity of representations is via those very same representations. In additionalto this foundational issue, a further diÆulty attahes to the fat that individ-ual representations of the environment are themselves neessarily onjetural,suh that even within an appropriate representational framework, R, thereis a question as to whih partiular observation, o, is most appliable to theurrent situation (i.e. lassial pereptual unertainty).Systems for ognitive updating hene exhibit the potential for ambiguitybetween pereptual representation and pereived objets unless a means anbe found to ensure that the two domains of inferene an be empirially relatedwhile at the same time maintaining their epistemologial distintion. (An au-tonomous ognitive agent must simultaneously employ some �xed pereptualreferene in order to validate environment hypotheses, and a �xed environ-ment representation to validate a partiular pereptual framework). We shallhene argue that the notion of ognitive updating is ill-founded unless thereexists a framework in whih representational hypotheses an be empiriallyfalsi�ed via exploratory ativity in the same way as the world representationsdesribed in terms of these hypotheses.By virtue of having adapted to hanging environments, suÆiently-evolvednatural organisms (those that are omplex enough to be onsidered ogni-tive) have an impliitly updated framework for environmental representationin whih these diÆulties are overome. In suh organisms, representationalgrounding is thus, to a large extent, ensured by natural seletion; representa-tions that do not meaningfully and eÆiently represent the survival prerog-atives of the agent in the ontext of its environment inrease the likelihoodof its extintion and geneti removal from the heredity of future generations.However, in so far as representations are learnable, biologial organisms mustemploy an alternative mehanism for ensuring that the way in whih the worldis represented remains onsistent with their survival imperatives. In doing sothey must hene also address the problem of pereptual meaningfulness thatlies at the heart of attempts to reate ognitively autonomous arti�ial agents.We term the ativity of mehanisms apable of ahieving this ognitive boot-strapping. The onept of ognitive bootstrapping is thus analogous to (andindeed, to the extent that word-onepts are ognitive representations, ex-empli�ed by) the pratie of semanti learning that we employ as infants,in whih we must �rst obtain a suÆient (bootstrap) sub-set of words andword-meanings in order to be able to formulate falsi�able questions onern-ing meaning of new words, and thereby ahieve the ability to expand ourvoabulary inde�nitely.To this end, we survey a range of arti�ial ognitive mehanisms thatattempt to address the issue of representational updating, onluding thatonly embodied pereption-ation learners apable of hierarhially-abstratingthis relationship in suh a way as to be manipulable in relational/symboliterms are able to meet the indiated epistemi requirements. (Pereption-ation learning agents may be haraterized as those for whih 'ation pre-edes pereption'; that is, agents for whih inferred higher-level perept states



Epistemi Constraints on Autonomous Symboli Representation 3are onsidered meaningful only insofar as they relate to the agent's ations).Suh arti�ial systems limit higher-level symboli learning to that whih isimmediately relevant to the agent, de�ning the external world in terms of aninreasingly omplex set of motor apabilities, with the objets of the worldonsequently being represented in terms of their a�ordanes. Translated intoa multi-agent language-learning ontext, this means that agents engaged inevolving a olletive ommuniative struture an hene only derive a mean-ingful syntax in relation to a semantis grounded in their respetive ative(and olletive interative) apabilities in the environment.This embodied approah to autonomous ognition thus addresses a numberof diÆulties assoiated with lassial arti�ial intelligene (in whih intelli-gene is primarily regarded only in terms of the manipulation of symbols of�xed referential ontent), in partiular those of symbol grounding and logialframing. Hene, in asserting that autonomous ognition is meaningful onlywith regard to embodied agents with limited ation apabilities, the studyof arti�ial ognitive systems is brought within the domain of evolutionarysystems and adaptive robotis. As suh, we believe these developments are ofonsiderable potential interest to biologial researhers.The struture of the hapter will therefore be as follows. We ommene, insetion 2, with a disussion of the epistemologial onstraints on symboli rep-resentations via an examination of the neessary a priori aspets of ognitionthat must be retained throughout any putative updating of the pereptualframework in order for suh updates to be onsidered empirially meaningful.We onsider how suh a priori representations arise within naturally evolvedsystems. We then, in setion 3, introdue the notion of embodiment withinthe ontext of arti�ial ognitive systems, and indiate, with examples, howthis approah has the potential to address the symbol grounding and framingproblems assoiated with lassial arti�ial intelligene via notions suh asa�ordane. In setion 4, we address the nature of evolving representationalstrutures in embodied ommuniative agents. We indiate, in setion 5, howpereption-ation learning an be employed to hierarhially infer a groundedsymbol set in order to reate fully autonomous arti�ial ognitive systems a-pable of dynamially updating their pereptual framework in relation to therequirements of their pereived environment. We then, in setion 6, disussthe issues raised in determining the epistemi onstraints on the symboliabstration of pereption-ation arhitetures appliable to both natural andarti�ial agents. We onlude by giving a onise summary of the require-ments of a ognitive system if it is to be apable of bootstrapping symbolirepresentations in suh a way as to meet these onstraints.



4 David Windridge and Josef Kittler2 Open-Ended Symboli Representation: APhilosophial PerspetiveA Priori Constraints on Cognitive RepresentationThe argument of the survey revolves around a entral paradox: how an a og-nitive agent apable of hanging its pereptual framework (that is, its way ofseeing the world) ever validate one partiular set of pereptual representationsover another? The onept of validation would appear (at least in humans)to depend on the pereption of the inadequay of one pereived entity in rela-tion to another: however it is not obvious that a pereptual framework ouldever itself be an objet for pereption. The problem is ertainly not soluble interms of either the Cartesian or Classial Empiriist [21℄ shools of philosophy,sine the �rst laims ognitive agents annot absolutely validate the existeneof anything beyond their own pereption (itself built on a framework of purereason), and the seond does not reognize the possibility of the pereptualmediation of the objetive world (objets present themselves as they are 'inthemselves' diretly to ognition).Kant [22℄, however, provides an alternative oneptual framework, assert-ing that ognition, as a matter of a priori neessity, refers to entities existingbeyond of an agent's sensory domain. Perepts hene serve to mediate be-tween agent and objet, being ruial to their distintion as ontologiallyseparate entities. Objets are thus never pereived by ognitive agents as theyare in themselves (being required to onform to the a priori requirements ofpereption): however, neither are they simply reduible to perepts. Instead,external objet onepts are aessible to the ognition agent as ordering on-epts imposed on intuitions (singular, low-level sensory perepts). Objets, aswe understand them, are thus not themselves singular perepts: they are (inKant's terminology) syntheti unities.Thus, despite being neessary a priori, objet onepts are of an inherentlyhypothetial nature, existing beyond the immediate ertainty of the sensoryimpressions, serving instead as hypothesized linkages between those impres-sions. Immediate sensory impressions thus refer diretly to the external worlda priori in a way that an not be subjet to empirial testing (being ratherits ondition). The onditions underlying pereption are thus neither logiallytrue nor false; rather they must simply be assumed to be true in order forognition to take plae at all. It is hene this a priori limitation on the pos-sible updating of ognitive representation that will serve both to sets boundsupon, as well as to ensure the empirial grounding of, the onept of ognitivebootstrapping.Impliit within this understanding of ognition is hene the idea that sen-sory intuitions an be linked together via ations, ations inherently havingthe apability to test objet hypotheses, falsifying those that do not have therelationship between sensory impressions and ations impliit in the objethypothesis. Thus, we might need to walk around an objet in order to es-



Epistemi Constraints on Autonomous Symboli Representation 5tablish whether the entity progressively revealed to the senses onforms toour oneption of the objet. Ations thus serve to test the onsisteny of anobserved sequene of unfolding sensory impressions with respet to the under-lying objet hypothesis (whih, at an appropriately generalized level, is itselfneessary to give unity to the immediate sensory impressions). Objet on-epts thus impliitly serve as singular expressions of the funtional mappingbetween individual sensory impressions and agent ations, whih, (sine theyare not simply the equivalent of these funtions) are inherently ompressivein nature (thus, to give an idealized example, speifying an objet within aview-independent 3-D oordinate-spae is far more ompat than setting outthe exhaustive set of possible 2-D planar views on that objet).Cognitive Bootstrapping Within Kantian A Priori ConstraintsIt might �rst appear that the strong Kantian emphasis on a priori-limitedsensory representation leaves little room for the pereptual updating requiredof ognitive bootstrapping. However, this is not the ase; a signi�ant questionarises with regard to objet onepts ahieving a high-level of empirial on-�rmation. Sine high-level objet hypotheses link lower-level perepts togetherin a onjetural unity, these ould, in priniple (when suÆiently empiriallyon�rmed) serve as the basis for further synthetially-uni�ed objet-onepts.In this sense, the original objet-onept has beome equivalent to a perep-tion, albeit at a higher hierarhial level. Thus, we might, for instane, regarda very familiar objet seen from only one perspetive as a sensory-impressionin its own right, and not in fat as an objet-hypothesis that might be fal-si�ed by experiene. This objet might then form the basis of a new objethypothesis (for instane, by using it as a referene point for navigation), suhthat the new objet hypothesis assumes the old one as a pre-assumed (thoughnot fully a priori) basis for ognition.It is hene the argument of this hapter that within the Kantian objet-validation framework it is possible for an autonomous ognitive agent to up-date and validate its own pereptual ategories (whih is to say, engage inognitive bootstrapping), but only by proeeding via a bottom-up approahbuilt on the assumption of the a priori referentiality of the lowest level of theagent's pereptual hierarhy. Correspondingly, we require the a priori onsis-teny and relevane of the lowest-level of the agent's motor spae (so that,for instane, a ognitive entity annot meaningfully query the topology of itsmotor-spae independently of that of its pereptual-spae).The possibility of empirial validation of high-level syntheti perept/ationunities thus rests on an a priori sensorimotor foundation. It is then thesehigher-level syntheti unities that enable pereptual hypothesis validation ex-periments of the following form: (where Ax are high-level ations and On high-level observational states, or perhaps stohasti distributions over states.)If pereptual hypothesis H1 is true then, for all de�nable pereptual transitions Om ! Onsuh that Om 6= On;Om; On 2 fOg, there exists a unique Ax 2 fAg suh that f[Axg , fAg



6 David Windridge and Josef KittlerWhih retains an empirial ontrast with objet hypothesis validation ex-periments of the form:If objet hypothesis H01 is true then performing ation Ax will result in observation Om.The former pereptual hypothesis validation experiment hene attemptsto determine whether the proposed high-level pereptual framework repre-sents the proposed high-level ations in the most eÆient (i.e. least redundantmanner) possible. In order that a spae exists in whih to perform this test ofpereptual ompression, there must be an underlying a priori spae of ationsand pereptions available to the agent whih are not themselves subjet to hy-pothetial unertainty. Thus, in general, while an autonomous ognitive agentmay be free to reinterpret the world in the sense of being able to make anarbitrary high-level hoie of pereptual hypothesis, Hn, by whih the worldis to be interpreted, it is not free to hoose an alternative set of ation primi-tives, fA0g, or an alternative set of sensory primitives, fO0g, upon whih thehigher-level fAg and fOg are based (e.g. fAg and fOg might be legitimatelyde�ned in terms of arbitrary funtions of n-ary ation/pereption onatena-tions: fAjA ! nA0g and fOjO ! nO0g). fA0g and fO0g are hene the termsupon whih the pereptual validation riterion is impliitly onstruted (andwithout whih pereptual reinterpretation is ompletely unonstrained)2.The relationship between [fA0g; fO0g℄ and [fAg; fOg℄ is learly reursive.It is therefore the objet of the following to propose that if an agent's a prioripereption-ation an be hierarhially extrapolated in this manner, it will bepossible to arrive at at a suÆiently abstrated pereption-ation relation suhthat there exists a onept of the symboli representation of the world. Wehene now look at the the subjet of hermeneutis, the branh of philosophythat deals with the interpretation of symbols, and, ultimately, the mehanismof ognitive understanding.The Hermeneuti Cirle and Cognitive BootstrappingHermeneutis emerged initially as the branh of philosophy that deals withthe interpretation of texts, only later aquiring its interpretation as the branhof philosophy that onerns the mehanism of human understanding. Centralto the latter shool of hermeneutis is Dilthey's notion of the 'hermeneutiirle' by whih symbols an aquire an objetive meaning. Thus, in order,say, to arrive at a ditionary of word meanings for a orpus of anient texts,one simply proposes any a priori-plausible initial set of symbol meanings (forinstane, a ore set of words in an anient text of known meaning with modern-day meanings attributed to the remainder), and then arries-out a reading2 Obvious andidates for the sets fA0ng and fO0ng in human ognition are, respe-tively, the motor omplex and the spae of visually and kinesthetially-determinedbody-relative positions of priopereption. Candidates for the inferred fAng andfOng might be e.g. the intentional at of utting and the pereptual grouping ofknife-like objets as onstituting a distint lass of agent-utilisable entities.



Epistemi Constraints on Autonomous Symboli Representation 7of the entire orpus of work on this basis in order to arrive at an overallinterpretation. This olletive understanding is then utilized to reinterpret theomponent texts in the ontext of the whole. These reinterpreted omponenttexts are again utilized to arrive at a new extrapolated interpretation of theorpus, and so on (errors in the initial set an also be orreted to a stritlylimited extent in this manner).Hene, generalizing this idea into the domain of ative agents, the hermeneu-ti irle involves, �rstly, an iterated movement from the outward manifesta-tion of ations to an assumption about their inner, symbolially-determinedmotivation, and, seondly, proeeding from this assumption bak again to apreditive onjeture about the outward manifestation of agent behavior, inproess of irular empirial re�nement. It is hene taitly understood (thoughnot explained) by Dilthey that this reiteration will ahieve a degree of onver-gene on a �nal, stable set of symbol meanings (onvergene to stability beingthe only possible riteria of �nality). In this latter hermeneuti ontext, theattribution of meaning to symboli terms is thus dependent upon the embod-iment of the symbol-manipulating agent within the objetive world; meaningannot be onferred simply by the manipulation of symboli entities (withoutdesending into semanti tautology, suh as when attempting to derive themeaning of every word in a language using only ditionary de�nitions).For Heidegger [19℄ this tendeny to regard ognitive meaning as being su-pervened upon by the ation possibilities of an agent reahed its apotheosis.He proposed, in his ontologial hermeneutis, that one's sensations are om-pletely de�ned by one's ats and one's possibilities. Heidegger thus envisagedour immediate sensation as being based on instrumentality (Vorhanden), inwhih, for instane, the pereption of a pen would be fully determined by ourpossibilities of using it, in partiular our possibility of using it to write, withfurther soial and ontextual signi�ation resting on what we may hoose towrite. Thus, the entirety of our physial being is employed in the pereptionof the pen, rendering the notion of an abstrat mental plane of representa-tions underlying our pereption entirely redundant. This notion also extendedto the derivation of the objets of knowledge (Zuhanden) from the praxialknowledge of ation. Objetive knowledge is now an abstration from pratialknowledge, and not its preursor. In asserting that knowledge is intentional,there is hene a omplete rejetion of the notion that knowledge is represen-tational; this is merely an artifat of dualisti Cartesian thought that falselyseparates the body from ognition. Only when intended ations fail to aountfor our atual perepts, do we, 'stand bak' from our pereptions and form aonept of objetive existent independent from our selves; in the usual run ofthings objets are transparent to ognitive agents - we only pereive our ownative potentialities in the world unless these fail to be realized as expeted.There is hene in Heidegger's oneption of objetive knowledge, an impliitontologial hermeneuti irle.However, notwithstanding these arguments, the subjet of arti�ial ogni-tion has traditionally been founded on Cartesian assumptions (namely, that



8 David Windridge and Josef Kittlerognition is essentially the rational manipulation of symbols that annot haveobjetive meaning). The diÆulty assoiated with non-embodied symbol rep-resentation has onsequently reated onsiderable philosophial argument.Hermeneutis and the Possibility of Arti�ial CognitionOne of the more persistent ritis of the idea of arti�ial ognition is Drey-fus [9℄, who argues that the Representational Theory of Mind (in whih themind performs permutations of representations of the outside world) fails totake aount of the ontextuality, relevane and holism of pereption. Dis-rete, atomi symboli omputation annot aount for the immediay of thethe ognitive situation. He suggests that only embodiment an provide a se-mantis of ordinary meaning, whih left to symboli omputation alone wouldollapse into merely empty syntati onsiderations. Moreover, this syntax,even if it existed, ould never be available to ognition without involvingproblems of in�nite regress. Thus, there an be no 'algorithm' underlyingognition whih we ould isolate and implement; only the situated, symbol-manipulating agent with an atual, sensible onnetion to the world an betruly ogent. The world, in e�et, provides the 'being' behind the insubstan-tial formal ategorizations of mind. Arti�ial ognition might thus exist, butnot in any systematially pre-formalizable way.Suber [47℄ makes the argument that if mind an be expeted to emergefrom omputation alone, then we should reasonably expet that semantisan emerge from syntax alone. However the L�owenheim-Skolem theorem ofthe branh of mathematis known as model theory demonstrates that evensyntati spei�ations with an in�nite ardinality are inapable of uniquelydetermining a onrete, existing model. A very large degree of semanti am-biguity would therefore appear to be assoiated with any �nitely formalizableset of syntati rules, with the orresponding diÆulty that this implies forthe grounding of any putative 'laws of ognition' without a orrespondingembodiment.A similar view is given by Winograd in [53℄ who argues that the fallay ofognitive objetivism (the view that ognition an be tangibly formalized) isaused by overly formal logial struture of early attempts at simulated ogni-tion (for instane his own SHRDLU algorithm, whih is apable of passing theTuring test for intelligent behavior provided queries are restrited to the verylimited but omplete ontology of it's internally represented world). Winogradargues that formal ompleteness of the logial system in whih an agent isembodied is never available to that agent as a demonstrable fat (this would,in e�et, onstitute a G�odel proposition [15℄). Instead the embodied agent anonly alloate �nite and partial resoures to omprehending the world3. This3 Following historial diÆulties assoiated with Russell's paradox (i.e. when thelogial onsequenes of set-self membership are expliitly onsidered), we havebeome used to questioning the admissibility of a �nite system suh as the human



Epistemi Constraints on Autonomous Symboli Representation 9naturally leads him to abandon the notion of formally losed ontologies inany world desription given by an agent; world desriptions have only to be(and indeed an only be) loally, and not globally, valid. Thus an arti�iallyonstruted ognitive agent is feasible in pratise, but must neessarily beof an open-ended design (he was later [52℄ to rejet the possibility that anyphysially existing devie for formal symbol manipulation an have intrinsimeaning outside of that given to it by a subjetive, situated agent; hene aomputer program a performs a 'task' with 'goals' only if we so designate it).We thus onlude that it is possible, in priniple, for natural and arti�ialsystems to overome the paradoxes assoiated with open-ended representa-tion in lassial ognition and implement an embodied hermeneuti irle forattahing meaning to spontaneously-generated symbols. We turn now to thesiene of autonomous symbol generation in natural and arti�ial agents.3 The Epistemology of Symbol Generation WithinEmbodied AgentsFrom the perspetive of ognitive siene it is possible to give a rather dif-ferent argument for the form that ognitive bootstrapping must take frombrain enompassing a omplete self-representation within itself (partiularly ademonstrable self-representation). However, partial or temporally-retrograde self-models would appear to be permissible, so that it is possible for a human-beingto use a linguisti token 'I' meaningfully and aurately, or, on a omputationallevel, to build mobile robots apable of building aurate models of their positionin spae, if not of their full internal state-spae. Complete and immediate self-models are ruled-out ompletely, though (see for instane [4℄ for a disussionof the limits to self-observation under �nite, Markovian and in�nite state-spaeassumptions, and [3℄ under quantum-physial assumptions). The use of partialself-models is thus, in essene, to adopt the hierarhial solution of Russell to hisparadox via the theory of types, in whih sentential referene an only be made toindividual entities on the lowest level of the hierarhy, with sentential referenesto sentenes about individuals being made only on the level immediately abovethis, and so on. Complete, but temporally retrograde self-models, on the otherhand, our at eah iteration of the Universal Turing Mahine that impliitlyattempts to emulate itself within the Halting problem.These issues give further impetus to the notion of arti�ial ognitive bootstrap-ping: sine the underlying mehanism of human ognition an not be knowinglyexpressed in a �nite and formally omplete manner by any human being, it annot therefore be diretly implemented using onventional methods of omputa-tional engineering. A human-equivalent arti�ial ognitive apability an thusonly be ahieved via an evolving, self-updating design approah. This is, in e�et,to transpose the negative onlusion of the Hilbert programme (the attempt, inthe 1920s to onstrut, in advane, a formal axiomatization of all mathematis)from a mathemati ontext to that of ognitive siene, where the laws of og-nition are hene the quantity that is inapable of a provably - i.e. knowingly-omplete analyti formulation.



10 David Windridge and Josef Kittlerthat given above, but to arrive at exatly the same onlusion. In this ase,the argument is framed in terms of the problem of grounding symbols em-ployed by autonomous arti�ial agents. An autonomous ognitive agent is, byde�nition, one apable of adapting to its in environment in behavioral andrepresentational terms that go beyond those implied by its initial set of 'boot-strap' symboli assumptions, in order to �nd representations more suited tothe partiular environment in whih the agent �nds itself. Doing so neessi-tates the use of mehanisms of generalization, inferene and deision makingin order to modify the initial pereptual symbol set in the light of novel formsof sensory data (an also the mehanisms of di�erentiation and analysis tovalidate modi�ations).Any representation that is apable of abstrat generalization is impliitlygoverned by protools suh as those of prediate logi. As suh, the gener-alized entities must observe stritly formalized laws of interrelationship, andonsequently, in abstrating the symbol set away from the original set ofinnate perept-behavioral pairings, there is a danger of them beoming de-tahed from any intrinsi meaning in relation to the agent's environment. Arelated diÆulty, known as the frame problem [27℄, also arises in suh gener-alized formal domains; it is by no means lear whih partiular set of logialonsequenes (given the in�nite number of possibilities) that the generalizedreasoning system should onern itself with.There is hene a problem of symbol relevane and 'grounding' unless ad-ditional mehanisms an be put in plae to form a bridge between the formalrequirements of logial inferene appliable to symbols, and the onstraint ofthe relevane of this symbol set to the agent within the ontext of both itsgoals and the intrinsi nature of the environment in whih these goals are to beful�lled. In terms of the philosophy of ognition, this neessitates a move froma Quinean [39℄ to a Wittgensteinian [54℄ frame of referene, in whih symbolmeaning is intrinsially ontextual, and environment-dependent, rather thanbeing a matter of arbitrary ontologial assumption.For ognitive agents in the animal kingdom the grounding of symbols isenfored by the mehanism of Darwinian natural seletion; representationsthat do not meaningfully and eÆiently represent the survival prerogativesof the agent in the ontext of its environment inrease the likelihood of itsextintion and geneti removal from the heredity of future generations [30℄.This mehanism, however, is not readily available to arti�ial ognitive agentsother than in the ontext of self-repliating agents within a simulated envi-ronment (see Sipper's An Introdution to Arti�ial Life [44℄ for an overview ofthis sub-�eld). For arti�ial ognitive agents embodied within the real world(that is to say, robots), the form that this symbol grounding framework musttake is, by an inreasing onsensus ([25℄, [12℄, [16℄), one of hierarhial stagesof abstration that proeed from the 'bottom-up'. At the lowest level is thusthe immediate relationship between perept and ation; a hange in what ispereived is primarily brought about by ations in the agent's motor-spae.This hene limits visual learning to what is immediately relevant to the agent,



Epistemi Constraints on Autonomous Symboli Representation 11and signi�antly redues the quantity of data from whih the agent must on-strut its symbol domain by virtue of the many-to-one mapping that existsbetween the pre-symboli visual spae and the intrinsi motor spae [24℄.It is onsequently apparent that lassial A.I. approahes to arti�ial ogni-tion were of only limited suess in that they attempted to build high-levelenvironmental representations prior to onsidering agent ations within thismodel, rather than allowing this representation to evolve via hierarhial ab-stration of the a priori perept-ation relation [6℄. Representative prioritieswere thus spei�ed in advane by the system-builder and not by the agent,meaning that an autonomous agent would have had to build its goals andhigher-level representations in terms of the assumed representational modes,with all the redundany that this implied. Furthermore, novel modes of rep-resentation were frequently ruled out in advane by this pre-spei�ation ofsene-desription.The issue of representation is thus of the �rst importane to ognitivesiene. A entral historial onern of the �eld has onsequently been todetermine whether mental ats an be interpreted as the ation of a large ol-letion of individual omputational elements (neuronal models, derived fromphysiologial knowledge of the human, mammalian and reptilian brains), orwhether they are to be interpreted at a higher level in terms of representationsor shema. These two shools are respetively labeled the onnetionist andthe symboli. This distintion of approah is perhaps best reeted in theirrespetive attitudes towards simulation of the human mind, both within the�eld of ognitive siene as well as in the orrelated engineering disiplineof mahine learning. Simulation of mental states is thus arried out eithervia emulation of large numbers of individual neurons, in whih ase we ex-pet mental properties to arise as emergent properties, or else the simulationis exeuted at the shemati or representational level, in whih ase the a-tual underlying omputational mehanis are of no inherent signi�ane. Inthe former ase, simulation is independent only of the underlying omputa-tional substrate (a logial unit an equally well be enated by a radio-valveas a transistor), in the latter ase simulation is independent of the partiularomputational implementation of the representational algorithm.A entral problem for symboli interpretations of ognitive psyhology isthus to apture the fat the mental formalisms must be simultaneously bothomputational and representational; that is mental symbols must be manip-ulable by logial rules and also apable of referring to aspets of the world.Newell and Simon [33℄ were the �rst both to posit and to propose a solu-tion to this problem from the perspetive of ognitive psyhology, enteringon the onept of physial symbol systems. Here, physial relations (proximi-ties, ausalities and so on) provide the referential basis for symbol struturesexpressed within the brain.Environmental adaptation (through Darwinian natural seletion) is on-sequently the assumed ageny onstraining the formal symbol struture tomimi the physial environment (or at least those aspets of it that are rele-



12 David Windridge and Josef Kittlervant to the survival of the symboli agent) within biologial agents expressingNewell and Simon's ideas. This aspet of the symboli aount was furtherbrought out by Pinker and Bloom in the ontext of language evolution [37℄,who argued that 'grammar is a omplex mehanism tailored to the trans-mission of [physially representable℄ propositional strutures through a se-rial interfae', the serial interfae being the voal ommuniation hannel.Biologially-based aounts of symboli ausality thus agree that the rep-resentativity of mental symbols is haraterized by their apaity to ensurethe ontinuing existene of the symbol-manipulating agent (or at least itsgenetially-ontiguous progeny). Thus, while the symboli manipulation sys-tem may be ompletely formal, the representativity of the symbols in thesymboli aount is ontingent and environmentally determined.In this wider biologial ontext, the partiular symboli model proposed byNewell and Simon an then be onsidered expliitly one of ognitive bootstrap-ping in the sense that world-model updates are ahieved via geneti variationsthrough mutation or sexual reprodution (equating to the hypothesis updat-ing stage of ognitive bootstrapping), and are empirially heked for theirreferening ability in terms of the agent's attempts to survive within the envi-ronment (equating to the hypothesis veri�ation stage). The initial bootstrapsymbol set is thus arrived at ontingently, but the iterative onvergene of thesymbol referene system rapidly removes all traes of its random origin untilan appropriate representation is arrived at (if only asymptotially).The above model assumes a relatively onstant environment in relationto whih the organism in question evolves. Conversely, where environmentsare not onstant, and are hanging at a faster rate than geneti adaptationan allow for, we would expet to �nd that the innate symbols aquire aninappropriate referene (suh as, for instane, amongst humans, where animalthreat assessments are alibrated to our hunter-gatherer past, rather than oururban/agrarian present; notably, the human instantiation of the primate'sinnate fear of the larger arnivores). It is therefore neessary, if Newell andSimon's notion of physial symbol systems is to be extended to symboli infer-ene mehanisms apable of autonomously updating themselves, that the Dar-winian mehanism of bootstrapping be replaed by a more rapidly-updatingtehnique that nonetheless retains the former mehanism's groundedness inthe environmental survival imperatives of the ognitive agent: this shall bethe subjet of later disussion. We note for the present, however, that theinnate, naturally-seleted physial symbol set serves e�etively as an initialpereptual meaning hypothesis for ognitive bootstrapping.In ontrast to the formal mehanis of the Symboli approah, Conne-tionist aounts seek to omprehend agent meaning attribution in terms of theaggregate information proessing abilities of arrays of neuronal units, in inten-tional repliation of mammalian or reptilian brain physiology. Cognitive prop-erties an thus arise emergently, without expliit formal struture. An exampleof this is Complementary Reinforement Bak-Propagation (CRBP) trainingwithin arti�ial neural networks [26℄, whih is proposed as way of ahieving



Epistemi Constraints on Autonomous Symboli Representation 13self-volitional behavior in robots through neuronal onstraints alone. Mar-shall et al. thus onjeture that self-direted learning behavior omes aboutas the result of ompeting tensions, suh as that between the ompulsion tomodel existing pereptual states e�etively and the ompulsion to seek outnovel states. The 'homeostasis' thus ahieved allows the network to bootstrapinreasingly omplex behavior patterns. CRBP diretly models this behav-ior by, in addition to allowing bak-propagation to reinfore internal goals inthe onventional manner, also allowing the omplement of the goal state toserve as negative behavior reinforement during bak-propagation. The ten-sion between these ontrary goal imperatives is hene diretly modeled withinthe neural network struture, foring the agent to test ognitive models bydeliberately seeking areas in whih they break down, and thus to re�ne them.A key milestone of the Connetionist approah was thus the demonstra-tion of the Boolean-logi ompleteness of suh neuronal aggregates via themulti-layer pereptron (MLP) model. However, the MLP model laks Turing-ompleteness due to the absene of memory assoiated with individual neurons(as opposed to the neuronal network as a whole, whih does exhibit memoryapability). It was hene determined by Franklin and Garzon [10℄ that thestandard MCulloh-Pitts net augmented with expandable memory is Turing-omplete and hene apable of arbitrary formal-language manipulation. TheSymboli and Connetionist approahes had, for the �rst time, thus ahieveda demonstrable equivalene. G�ardenfors [12℄ later onstruted a propositionallanguage system based on the theory of funtional dynamis applied to (purelyabstrat) information states. A neural network that undergoes learning gener-alization of the Hebbian kind in response to new information is thus shown toperform an indutive inferene of the kind reognized in formal logi. Henethe symboli/onnetionist equivalene is not simply an interpretation of thethe underlying neural onnetionist model; it has atual referential apability.At a more general remove, another approah to unifying the symboli andonnetionist aounts, involving a ommon model for both arti�ial neural-network lassi�ation funtions as well as formal symboli onstruts suh asverbal grammar, is to view brain ognition as a form of ompression. Thisapproah, �rst suggested by Wolf [55℄, sees the essene of ognitive agenywithin the world as being the ability to represent the varied mass of sensoryinformation in a ompat (and thus, generalized) form. Hene, grammatialrules may be regarded as ompressed expressions of language possibility, andlassi�ation may be seen as a ompression of sense-data. The objet oneptitself an be derived by the redundany or ommonality between stereosopi,or multi-angular images (ompare this with the Kantian notion of the objetonept as a uni�er of perspetives).In animal ognition, the mehanism motivating this ompression is Dar-winian natural-seletion; biologial agents employing better generalizers (whihis to say, better ompressors) use fewer neurons to �nd food by enoding su-essful hunting strategies in the most general manner possible. Sine suhagents inherently require less food to sustain their smaller neuronal budgets,



14 David Windridge and Josef Kittlerthere ensues a 'virtuous irle' in whih they stand a greater hange of sur-viving and reproduing than their less eÆiently-ompressing relatives. Pro-gressive generations thus inreasingly enhane the likelihood of agents withever more eonomized ognitive apaities (whih is to say eÆient sensoryompression mehanisms). Moreover, when the environmental requirementsare not stati (as, for instane, in the ontext of hominid evolution), the se-letion pressure is towards ever more generalized representative apabilities(whih is to say towards mehanisms of ever more eÆient ompression ofnon-spei� data). This is hene a fully open-ended ognitive bootstrappingmehanism - the ontinuous need of the speies to whih the agent belongsto ompress general, previously unexperiened sensory data amounts to aproess of pereptual hypothesis formation, sine the generalizability of theompression must be tested by feeding the hypothesis bak into environmentto establish its usefulness to the agent (in a proess of hypothesis veri�ation).The agent's perept ategories hene beome self-founding in a proess akinto the hermeneuti irle. We now look more losely at the spei� form thatthe pereption-ation relation must take in embodied agents.The Embodied Pereption-Ation Relation in Cognitive BiologyThe notion that the form of our onsious pereption of the external worldis ditated by, or further, de�ned within the terms of the ations that wemay perform within it, is ommon both to phenomenology (as indiated inthe Philosophy setion), and also to several long-standing shools of ognitivesiene. (Dewey had argued as early as 1896 [8℄ that pereption, thoughtand ation must be onsidered as part of the same stratum). A paradigmatiexample of ation-based pereption in ognitive siene is given in the studyof environmental a�ordane, a term �rst oined by James Gibson [13℄, andspei�ed in [28℄ as having the following properties:� 1. An a�ordane exists relative to the ation apabilities of a partiular agent.� 2. The existene of an a�ordane is independent of the agent's ability to pereive it.� 3. An a�ordane does not hange as the needs and goals of the agent hange.A�ordanes, being the ation possibilities of the agent's environment, are thusobjetive in the sense of being invariant to arbitrary shifts in interpretation.However, a omplementarity is impliated between pereiver and pereived:the riterion of auray for pereptual representation now depends on theagent's ability to represent its own ative possibilities, i.e its self-model. Re-lated shematizations of embodied ognition inlude Lako�'s [23℄ argumentthat reason is itself patterned by the spatial awareness of ageny. Glenberg[14℄ similarly argues that oneptualization is onstrained by the struture ofthe environment, our bodies, and our memory apaity. On the applied side ofognitive siene are the searhes for neural orrelates of embodied ognition,for instane Berluhi and Aglioti's [1℄ argument that the imitation of move-ments within neonates is indiative of an impliit neural body-struture model



Epistemi Constraints on Autonomous Symboli Representation 15from whih later neural body-struture models are determined. This modelprovides a referene frame that further extends to the neural determinationof inanimate objet models. The mehanism of objet understanding is thusa ognitive bootstrap to the extent that it requires, �rstly, an initial set of apriori assumptions (the impliit model) in terms of whih the world modelis �rst de�ned and, seondly, a onstrutive engagement between the worldand agent's world-representation in order to re�ne this model. This work, andothers like it, thus serve to validate Piaget's [35℄ notion that higher ognitivefuntions have their roots in lower-level biologial mehanisms.A similar idea is expressed by Millikan [30℄ with regard to language andintentionality, arguing that funtion an only be attributed to an entity withina biologial ontext. She hene proposes a biologial solution to the Kripke-Wittgenstein paradox, whih relates to the apparent impossibility (at least inKripke's reading of Wittgenstein) of establishing absolute oneptual or per-eptual identity between ommuniating agents, sine an unbounded notionsuh as the onept of 'addition' ould never be proven to be the same forboth agents. For example, one agent's rule of addition might be the 'orret'one; 8x; y z := x + y, whereas the other agent's rule might be some near ap-proximation suh as; 8x; y x < 5�109; y < 5�109 z := x+y; else z := 5. Inany reasonably �nite senario these agents would falsely form the impressionthat they both had the same understanding of the addition onept. Millikan'sresolution of the paradox is to propose that natural seletion serves to removethe latter formulation of the addition rule on the grounds of its ineÆieny; itdoes the same essential referring as the former rule with regard to reasonablysmall numbers (suh as those the agents typially experiene in their biolog-ial lifetime), but uses more omputation to do so. Hene aggregate naturalseletion will favor the smallest generalization onsistent with the biologiallyneessary referents (thus providing a basis for Oam's Razor).Millikan's work thus overomes the lassial problem of referene, wherethe relation between perept and objet appears to be arbitrary (we might,for instane, ask why we regard the pereptual lass animal as a singularentity, rather than as a olletion of organi sub-objets or as a subpart of aspeies-olletive). Millikan argues that the partiular form the perept takesin relation to the objet and the agent-objet interation has an inherentsurvival value for the agent (we have traditionally hunted animals for food,and so regard an individually huntable unit as a single pereptual entity).Perept models that do not eÆiently model the survival-relative aspets ofthe objet in relation to the agent's ation possibilities simply ease to existon an evolutionary time-sale.4 Linguisti Signi�ation and Embodied AgenyPerhaps the most obvious manifestation of the autonomous learning of sym-boli representations ours in human language. In attempting ommuniation



16 David Windridge and Josef Kittlerwith another ognitive entity, agents must neessarily �nd a representation ofthe ommonalities of their experiene prior to alloating exhangeable lin-guisti tokens apable of standing in for these representations. That is, wemust abstrat from our immediate pereptions in order to �nd that aspet ofthem that is aessible to a real or putative seond entity embodying a similarpereptive apability. As we have seen, the possibility of the abstration ofaspets of our pereption/ation experiene into the third person is, for Kant,already impliit in our pereption of the world. Pereptions are inherentlyexperiened as having a ertain unifying onstany under the transformationsassoiated with agent ations; that is, we pereive objets from perspetives,rather than pure sensory impressions. The abstration of our experiene re-quired for ommuniation is thus impliit at the outset. However, this rigid,predetermined ontologial struture might not initially appear to allow forthe possibility of learning a language, or for the spontaneous evolution of anappropriate language between ognitive entities attempting to desribe theirognitive world at an appropriate level of detail. How is it then possible, in aommuniative ontext, for ognitive entities to establish a ommon symbolirepresentation of the world that goes beyond what is neessitated a priori?Impliit in this idea is the formulation of a symboli representation of theagent itself. Rohrer [41℄, for instane, suggests that linguistis should properlybe regarded as a sub-siene of ognitive siene, proposing that the basis forlanguage is the projetion of one's own ageny model into the pereptual do-main; that is, a de-relativizing of experiene in order to establish a ommonframe of referene. Perry [34℄, Bermudez [2℄ and Metzinger [29℄ also agree thatognitive self-awareness (as manifested by the linguisti token 'I') requires allommuniating parties to have internal representations of both the world andof the various inter-ommuniating agents; in no other irumstanes an oneexpliitly attribute pereptions to oneself. (Viezzer argues in [49℄ that thesymbol grounding problem an only really be solved by modeling both theagent's world [at the pereption/ation level℄ and the agent's modeling of theworld in order to permitting genuine representational updating by the agent).Pinker [36℄ argues that language derives from an initial ognitive orienta-tion attributable to an ative agent (so that, for example, the fundamentalnoun/verb split mimis the pereption/ation division), whih then developsalong more omplex lines via a semanti bootstrapping mehanism.Spontaneous Language Formation in Embodied AgentsThe study of spontaneous language formation in simulated agents gains itsphilosophial imperative in onsequene of the symbol grounding problem �rstenuniated by Harnad [17℄. Harnad's thesis demands a semanti interpretationof formal symbol systems that transends the (merely syntati) interrelation-ships available to the symboli manipulation system in question. The problemHarnad identi�es is analogous to the learning of non-native languages in hu-mans; this is muh more meaningful when attempted in situ amongst other



Epistemi Constraints on Autonomous Symboli Representation 17speakers of the language than when learned from a ditionary. Harnad onse-quently proposes two forms of symboli grounding in partiular; 'ioni repre-sentations', whih are e�etively equivalent to lass pereptual medians, and'ategorial representations', whih onsist of both learned and a priori featureinvariants. Steels gives perhaps the paradigmati demonstration of semantigrounding in the formation of language in the 'Talking Heads Experiment'[45℄, the motivation for whih is to demonstrate that 'ommuniation throughlanguage is the main driving fore in bootstrapping the representational a-paities of intelligent agents'. Language and meaning are onsequently oevalin this senario; symboli syntax arises at the same time as semantis.The talking heads experiment hene onsists in a pair of roboti agentseah equipped with a video amera and a set of predetermined low-level fea-ture desriptors that an be arbitrarily mapped to internally-generated words.One agent is initially designated the 'speaker', and the other the 'hearer'. Theagents oupy an environment in whih planar objets of various olors aredistributed at random (for instane red squares, blue triangles et). The des-ignated speaker then hooses one item at random from this ommon ontextand attempts to desribe it using its own internal lexion (whih it annotsimply assume is shared by the hearer). The hearer must then guess the or-ret item and point at it, failure to do so requiring the hearer to update itsinternal lexion by generating a new word de�nition that suessfully disam-biguates the indiated item. The role of hearer and listener are then exhangedover a series of language games in order that an objetive world desriptionbe �nally obtained by both agents (as opposed to the idential, but speaker-subjetive world desription that would arise if the roles of speaker and hearerwere �xed). Word de�nitions are thus haraterized in terms of ombinationsof a priori feature desriptors of a visual nature; for instane, olor, horizon-tal objet positions, vertial objet positions, et. For example, onsider anexperimental ontext in whih two objets A and B, a red triangle loated atthe top of the �eld of view and a blue square loated at the bottom of the �eldof view, are the respetive objets of interest. These might be disambiguatedby word-desriptors of the form: A: vertial�position > 0.5; B: vertial�position< 0.5. Or, equivalently, by desriptors of the form: A: red; B: blueThere is hene no unambiguously 'orret' objet word-representation inthis senario, and onsequently no ground truth pereptual spae aessible tothe agents. If these two alternative sets of lexial designations were alloatedto the speaker and hearer, respetively, it would onsequently only be withinan expanded experimental ontext that the disrepany in desription wouldome to light. For instane, only if a third blue objet were introdued andloated towards the bottom of the �eld of view, would the speaker be requiredto learn to distinguish the onept of olor as a distint pereptual ategory(though it always inherently had the latent apaity to do so), in order todistinguish every objet employed within the word-game (perhaps orrelatingwith the neonatal synaesthesia hypothesis [18℄). Equally, the hearer wouldneed to evolve word desriptions that inorporated spatial onsiderations only



18 David Windridge and Josef Kittlerin order to distinguish all three objets within the extended senario. Steels'ahievement is onsequently in demonstrating that lexial onvergene be-tween speaker and hearer does indeed our. Moreover, provided that thereexists a suÆient rihness in the range of objet senarios, the talking headsexperiment demonstrates that this onvergene is objetive (in the sense thatthe �nal word distintions orrespond to our ground truth desriptions interms of the a priori features).This result is onsequently onsistent with the hypothesis that 'third-person' ognitive modeling lies at the heart of the symbol/referent relation.The objetivity (or subjet-independene) of the �nal onvergene of the worddesignations hene omes about beause language onjetures are projetedby the speaker bak into the environment for validation on the assumption ofthe presene of a hearer with a linguisti and indiative apability similar (ina priori terms) to it own; self-modeling of pereptual ageny is thus impliitin the experimental senario. In philosophial terms, the talking heads exper-iment embodies the Wittgensteinian (f [54℄) view of ommuniative ativityas a 'language game' in whih agents invent words and meanings during theirinterations, and opposes the Quinean [39℄ view that sees language as a seriesof indutive abstrations of pereptual orrelations between word and objet.5 Approahes to the Spontaneous Generation ofSymboli Representations in Embodied Arti�ial AgentsThe engineering �eld in whih embodied ognitive bootstrapping reeives itsmost tangible expression is thus robotis; the study of programmable ma-hine systems. When this programmability extends to the notion of self-programmability, we are onerned with the partiular �eld subset known asautonomous robotis. When the goal is further to onstrut a sensory modelof (presumably previously unexperiened) environments, we are then impli-itly in the realm of arti�ial embodied ognition or ognitive robotis. Reentadvanes in the omputer proessing power available for real-time omputa-tion have allowed robotis to begin to employ ognitive vision methods, forwhih the sensory input onsists of mono-, stereo- or multi-sopi amerafeeds. Environmental modeling in the ognitive vision regime is hene analo-gous to that exhibited by the mammalian ognitive vision system (partiularlywhen dealing with with stereo and multisopi amera feeds, for whih a sig-ni�ant omputational burden is the three-dimensional reonstrution of theenvironment from planar projetions). Typial low-level ognitive tasks thusinlude edge detetion, objet segmentation, motion registration, and so on,with potentially ever higher levels of ognitive abstration possible beyondthe immediate low-level vision tasks.One partiular area of investigation that impliates the notion of ognitivebootstrapping ours at the interfae of visual and hapti pereption (e.g. [42℄,[43℄). When a mammalian agent interats with the environment, it impliitly



Epistemi Constraints on Autonomous Symboli Representation 19updates its visual model of the environment by hapti ontat, using the apriori ertainly of touh data to redue the ambiguity present in visual data(partiularly the ambiguities of binoular sene reonstrution). Moreover, itappears that the mammalian brain ahieves this Bayes-optimally. The ogni-tive bootstrap in this model is thus the use of visual pereption to motivatesensorimotor ations suh as those involved in grasping for an objet in orderto test the validity of those same visual pereptions. As before, the bootstrap-ping of an initial, partially representative model and the iterative onvergenebetween perepts and perept-motivated ations hene ats to overome thelogial paradox inherent in a self-validated pereptual system. More generallythe onept of the pereption-ation yle impliit in these visual-hapti mod-els an by seen as the most tangible basis on whih to implement an arti�ialognitive bootstrap mehanism. Pereptions are hene seen as environmentalhypotheses while ations are hypothesis validation steps. More spei�ally, vi-sion is to be understood as a hypothetial linkage between possible instanesof hapti ontat (suh as in 3D objet reonstrution), and vision-motivatedations test the validity (or at least onsisteny) of these models.The degree to whih arti�ial ognition an be made fully open-endedis thus a matter of arhiteture; however, it is neessary, or at least, vastlysimplifying, to inorporate a number of a priori onstraints on the ognitivereinterpretation proess, the general minimum being the presene of a sensorytopology that de�nes the arena in whih the autonomous robot is ative as aspae. However, this spatial representation need not neessarily our at thelowest level of the vision hierarhy, a point that will beome apparent in thefollowing disussion.Hierarhial Perept-Ation Approahes to Cognitive RobotisHierarhial approahes to autonomous robotis were �rst proposed by Brooksin [5℄, who employed the term subsumption arhiteture. The assumption ofsuh arhitetures is that agent abilities are arranged in levels, with higher-level ompetenes inorporating lower-level ompetenes. For instane, theability to plan a route presupposes the ability to avoid obstales. Higher ar-hitetural layers hene ontrol the behavior of the lower via the mehanism ofinhibition, allowing the possibility of open-ended development of the ognitiveagent's responses. Brooks notes that di�erent forms of environment represen-tation are appropriate to the di�ering levels, and that these levels an beextended inde�nitely; however, the possibility of autonomously abstratingthese higher hierarhial levels along with an appropriate environment rep-resentation is not diretly onsidered. For this, we require an abstratableperept-ation arhiteture.Modayil [31℄ hene proposes a method of bootstrapping progressivelyhigher levels of symboli representation, up to and inluding the onept ofobjets, via the lustering of representations from lower levels of the OPAL(Objet Pereption and Ation Learner) arhiteture. Bootstrap learning thus



20 David Windridge and Josef Kittlerallows the system to move from egoentri (view-entered) and alloentri(objet-entered) sub-symboli desriptions to symboli objet-based desrip-tion by asending a four-fold hierarhy; Individuation, Traking, Image De-sription and Categorization. Individuation involves the use of oupanygrids to lassify individual sensor readings as either stati or dynami. Clustersof dynami readings are then traked over time to provide an objet model;stable shape models are then onstruted from the onsistent aspets of theobjets so formed. OPAL is thus apable of autonomously disretizing thesensory environment into a stati bakground, the learning robot, and a setof movable objets via the abstration of a pereption-ation arhiteture.Granlund [16℄ provides a still more general arhiteture for ognitiverobotis based on the notion that sene desription is not required prior to a-tion. Thus, it is argued that the failure of onventional ognitive arhiteturesis due to the ategori abstration of objets at an intermediate stage betweenperept formation and ation spei�ation. What is lost in this approah arethe ontextual modi�ers neessary for preise spei�ation of agent ation; inshort, we gain desriptivity at the expense of intentionality, the latter beingrelevant only to an embodied agent in a partiular ontext. Granlund heneproposes a bootstrap mehanism for the initial learning of the embodied sys-tem based on a pereption-ation feedbak yle. Here, in the learning phaseof the pereption-ation mapping, ation always preedes pereption. Thus,the potentially exponential omplexity of the perept domain is limited byonsidering only those perepts diretly related to ations, whih onsequentlyoupy a far smaller state-spae. (An idea of the information-theoreti dispar-ity between these two di�erent types of environmental modeling, the agent-spei� and the agent-non-spei�, is found in [32℄). In the absene of expliitsene-representation ations are hene driven by biologially-motivated ran-dom exploration impulses (literally random walks in the ation state spae).The perept-ation mapping an thus be made subjet to various optimiza-tion proedures that allow ompat representation, and impliitly, therefore,generalization. The random ations and subsequent ompat perept map-pings thus amount to an unsupervised training of the arhiteture. Thereonsequently exists a natural stopping riterion for the random ation im-pulses at the point at whih the ompat representation of the perept-ationmapping no longer undergoes signi�ant hange (learning having onverged).At this point the random ation impulses an asend to a greater level of ab-stration and operate on the higher-level perept-ation representations thathave been generated by the ompat generalization. These higher level a-tion impulses themselves generate further training data at the lower levels,allowing for robust and adaptive learning aross the whole of the hierarhialstruture so formed.These ompat representations within the hierarhial perept-ation stru-ture are symbols, orresponding, for instane, to the symbols employed in ver-bal ommuniation. Suh ommuniation might hene be onsidered a low-bandwidth interation between agents that allows omplex ations to be initi-



Epistemi Constraints on Autonomous Symboli Representation 21ated in one agent by another by virtue of the 'unpaking' of the ompat rep-resentations that takes plae as information travels down the perept-ationhierarhy from the highest to the lowest levels. Symboli ommuniation be-tween suh agents is hene always grounded. The ognitive arhiteture thusde�ned is learly one of ognitive bootstrapping; the inferred higher-level og-nitive hypotheses validate themselves in terms of the lower-level hypothesesby virtue of the '�ltering-down' e�et wherein ation impulses in the high-levelabstrated ognitive ategories result in progressively more ontextualized low-level ations. Only at the highest goal-setting level is there thus a requirementfor environment representations that are ompletely logially self-onsistent(suh as a oarse-grained reonstrution of the three-dimensional volume inwhih the agent ats): lower hierarhial levels need only be para-onsistent.Sun [48℄, in setting out a foundation for arti�ial ognitive arhite-tures, similarly argues that human ognition is essentially 'bottom-up' andfurther, that minimal initial bootstrap models are neessary to avoid over-representational models that may fail to generalize. Stein [46℄ also argues thatgoal-based behavior in ognitive robots should be onsidered, not only at anabstrat symboli level, but also at the lowest sensorimotor levels. Hene, inprojeting a goal, a roboti agent should utilize exatly the same exploratoryand learning proesses that it uses to interat with the real world, but insteadsubstitute a 'virtual reality' interfae at the very lowest level of the sensorsand atuators. This virtual reality is preisely the sensory map formed by theurrently hypothesized world-model. 'Cognition', for Stein, is hene simplythe imagined sensation and ation impliit in traing out an ation path to apartiular goal state in the world-model. Stein's MetaToto hene self-trains itshigher-level ognitive abilities using only its internal representations. Thereis perhaps a Darwinian justi�ation for this imaginative self-training; a bi-ologial agent that tests its ation hypotheses in imagination an rule outpotentially unsurvivable ations without endangering itself. Suh agents arethus more likely to prevail and reprodue than equivalent unreetive agents.In human terms, this priniple may also relate to the phenomenon of sleepparalysis (treated more ompletely in the disussion and onlusions setion).A framework for autonomous pereption-ation learning that employs in-dutive logi programming to establish environment protools and bootstrapappropriate high-level symboli representations is given by the author in [51℄.For a generi sensor-atuator oupling plaed within a spei� environment,only ertain of the set of possible ations will serve to alter the perept spae ina onsistent fashion. Hene, after randomized exploration and indution of therules governing this ation legitimay, the ognitive system sets out to elimi-nate redundant pereptual prediates in the inferred lauses in order to expressa new, higher-level perept-ation orrespondene in whih its ations are al-ways suessful. Suh higher level pereption-ation representation is alwaysof a more symboli and abstrated nature than the generi sensor-atuatoroupling, ultimately de�ning an open-ended series of logially-desribed envi-ronmental a�ordanes of a form appropriate to verbal ommuniation.



22 David Windridge and Josef Kittler6 Disussion and ConlusionsWe have looked at the problem of autonomous symbol generation in a rangeof natural and arti�ial agents, and have identi�ed the mehanism of 'ogni-tive bootstrapping' as a means of aomplishing this in a maximally open-ended and epistemologially-onsistent fashion. Cognitive Bootstrapping ishene the iterative mehanism by whih ognition an beome self-foundingwithout falling into Quine's ontologial relativism [40℄, in whih any worldrepresentation an be onsidered valid. The mehanism thus iterates betweeninterpretation (in whih perept ategories are applied to the world) and ex-ploration (in whih sensory-data that has the potential to larify the validityof the onjetured perepts is sought). Cognitive bootstrapping hene on-stitutes a form of the hermeneuti irle within a pereption-ation learningontext.Critially, sine the exploratory phase is onduted in terms of the existingand potentially invalid perept ategories, the initial 'bootstrap' hypothesismust have a degree of a priori validity in order to allow progressive on-vergene on an 'objetive' model. Furthermore, there must exist an a prioririterion of perept-hypothesis validation/falsi�ation impliit in the boot-strap hypothesis (suh as hapti ontat in the ase of autonomous visual-hapti robotis). These a priori perept ategories (often taking the form ofontat-sensing and motor-spae feedbak within physially-embodied ogni-tive entities) are thus not admissible to the pereptual updating proedure,and represent the sole limitations on the extent to whih ognition an be-ome self-determining. (We may hene legitimately doubt the visual perep-tion of an objet but not the fat of our hapti ontat with it, or the musle-artiulations involved in reahing out to it).We thus overome the paradox inherent in onstruting a ognitive agentwith unlimited apaity for forming novel perept ategories with whih toview the world, whih must nonetheless be able to pereive whether theseategories are representative of the world. Overoming the paradox by boot-strapping requires that we have an initial set of low-level perept ategoriesthat we must assume are 'orret', and then hierarhially progress from thereto higher-level ategories via perept-hypothesis formation and ation-basedtesting. This initial ategory set, we argue, is the set of Kantian a priori og-nitive ategories apable of providing a framework in whih Popperian [38℄falsi�ation of perept ategory hypotheses an be adequately formulated.Without this mehanism a pereiving subjet ould not distinguish internalpereptual and external objet states with any epistemologial ertainty.The question then arises as to what onstitutes the minimal a priori ate-gory set required for ognitive bootstrapping in the arti�ial ognitive domain;the a priori ognitive ategories underlying the ognitive bootstrap need notbe struturally idential with those of humans. For instane, in a ognitivearhiteture suh as Granlund's [16℄, rather than an objet ategory beingimposed a priori, we have instead the broader-based a priori notion of invari-



Epistemi Constraints on Autonomous Symboli Representation 23ant perept subspaes from whih ompat and invariant symboli entities ofinreasing hierarhial omplexity an be progressively de�ned, inluding thesyntheti ategory of 'objet'.The ontext of symbol-hypothesis falsi�ation in this arhiteture is thenthe perept-ation link oupled with an exploratory imperative (even a simple'random walk' imperative will suÆe). Thus, the arhiteture presumes thatthe output of symbol manipulation must always result in an atual or poten-tial ation, the e�etiveness of whih the agent must determine from withinthe perept spae (whih itself inorporates the higher level symboli enti-ties). Hene, an ation imperative derived at the symboli level (for instane,the plaing of one partiular objet on top of another) an only be evalu-ated as having been arried-out suessfully by utilizing both the higher-levelsymboli ategories (sine the imperative was formulated in these terms) andthe lowest-level objet representation (sine this provides the primary linkbetween the symboli layer and the a priori sensory level of whih it is aninvariant subspae ategory). The symbol system is thus always semantiallygrounded; the system an spontaneously form and evaluate the suitability ofinvariant ategories (whih are always hypothesized), subjet only to the on-straint that it an not re-evaluate the validity of the a priori sensory level, orthe invariant subspae ategorization mehanism itself.In terms of biologial agents, a priori environment representation proeedsvia Darwinian natural seletion. However, environmental seletion pressureson repliating agents in a rapidly hanging environment (relative to the evo-lution rate) will always tend to favor ognitive arhitetures that generalize tothe greatest extent given their initial a priori on�guration. Suh agents musthene evolve via a bootstrap proess toward a minimization of the disparitybetween the biologial agent's internal world representation and the speies-based survival imperatives imposed by the environment. Human soietal (asopposed to geneti) evolution meets this riterion, with survival demandson human ommunities typially hanging on generational, rather than evo-lutionary, time sales. Here, the means of repliation of human behavior andunderstanding is not gene-based (whih would respond only very slowly to en-vironmental pressures) but rather meme-based, that is to say, repliated vialinguisti ommuniation, and is hene apable of far more rapid evolution(see [7℄). We hene agree with Millikan [30℄ that the a priori representativityof ongenital human perepts is granted via natural seletion (so that, forinstane, if human beings' innate pereption of ingestability did not, to somedegree, orrelate with those objets in the environment that met with theirnutritional requirements, then the speies would not have proved biologiallyviable in the long term). Any arti�ial autonomous agent would similarly re-quire a minimal set of guaranteed referential perept ategories, but, in theabsene of a framework of natural seletion, these would have to be imposedby their designers, perhaps motivated along biologial lines.Given that the referentiality of pereption must be ensured at the outset,the question then arose of how, within the on�nes of these Kantian restri-



24 David Windridge and Josef Kittlertions, open-ended ognitive development is atually to be aomplished. Wehave seen that, in general, the pereptual optimization strategy adopted bybiologial and arti�ial agents is one of pereptual ompression; the idea be-ing to redue the total sensory stream into a relatively few signi�ant data.This, however, is still not suÆient, in itself, to determine the appropriate-ness of a proposed pereptual update - after all, it is always possible to mapevery perept to a single datum, giving maximal ompression at the expenseof all environmental information. Thus, any novel pereptual inferene mustbe allied with an ation omplex within whih this pereptual inferene is sus-tained. We thus utilize a perept mehanism of unknown value in order tointerpret the external world in suh a way that we an gain suÆient informa-tion in order to evaluate the worth of that pereption mehanism. If it provesinsuÆient to the task of gathering enough evidene to validate itself, thenit automatially fails that validation. Any new perept ategorizations musthene be made in terms of well-established or pereptual bootstrap ategories,suh that these new perept ategorizations an in turn be treated as the basisfor further ategorizations in a hierarhial fashion. We thus always maintaina 'fall-bak' mehanism for empirial validation, irrespetive of the perep-tual framework adopted. A onsequene of this is that an autonomous agentwith no overall goal other than randomized exploration an form an enor-mous range of intentional sub-goals by virtue of the hierarhiality impliit inbootstrapped ognitive struture.This notion of hierarhially-grounded intentionality would then orrelatewith the existene of the 'sleep-paralysis' mehanism in mammals. Aordingto the ativation-synthesis theory [20℄, during rapid eye movement (REM)sleep, randomized neuronal stimulation is applied to the pons area of thebrain as part of its memory onsolidation ativity. This randomized ativityis interpreted at the pereptual level as dreaming. Dreaming is hene expe-riened as high-level visual and auditory stimuli of the same sort that ourin waking life, albeit with an appropriately randomized narrative omponent.However, this imagery is not merely abstrated symbolism, being rather hier-arhially grounded in the perept-ation omplex of the organism. Mammalsthus have an innate tendeny to at out responses to the dream-stimuli in anintentional and physial manner. It is therefore neessary for the brain stemto atively prevent this motor stimulation from making the �nal onnetionfrom the lowest-level of the grounded hierarhy to the musles: a failure ofthis mehanism results in the phenomenon of sleep-walking.A further example of the hierarhial grounding of higher-level visual per-epts in low-lever perept-ation mappings ours in the mirror-neurons ofthe primate premotor ortex [11℄: these neurons �re in response both to mo-tor ations performed by the primate, as well as to those same motor ationsperformed by other primates in the observing primate's visual �eld. The highlevel visual perepts orresponding to the observed ation must thus be hier-arhially grounded in the intentional lower-level ation states.
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