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Preface

This volume contains the papers presented at the 13th workshop on Job Schedul-
ing Strategies for Parallel Processing. The workshop was held in Seattle, WA,
USA, on June 17, 2007, in conjunction with ICS 2007.

All submitted papers went through a complete review process, with the full
version being read and evaluated by an average of five reviewers. We would like to
thank the Program Committee members and additional referees for their willing-
ness to participate in this effort and their excellent, detailed reviews: Nazareno
Andrade, Su-Hui Chiang, Walfredo Cirne, Alvaro Coelho, Lauro Costa, Dror
Feitelson, Allan Gottlieb, Andrew Grimshaw, Moe Jette, Richard Lagerstrom,
Virginia Lo, Reagan Moore, Bill Nitzberg, Mark Squillante, John Towns, Jon
Weissman, and Ramin Yahyapour.

The accepted workshop papers in recent years show a departure from the
supercomputer-centric viewpoint of parallel job scheduling. On the one hand,
the field of supercomputer scheduling is showing some signs of maturity, exhib-
ited in many widely accepted practices for job scheduling. On the other hand,
many nontraditional high-performance computing and parallel environments are
emerging as viable solutions to many users and uses that cannot or need not ac-
cess a traditional supercomputer, such as Grids, Web services, and commodity
parallel computers. With the growing ubiquity of these technologies, the require-
ment to schedule parallel jobs well on these various architectures also grows.

Some of the papers in this and recent JSSPP proceedings address these con-
temporary architectures, such as Balle and Palermo’s paper on resource man-
agement with awareness of multi-core and multi-threaded parallel processors,
and whole sessions devoted to Grid scheduling. We plan to follow through with
these shifts in parallel architectures and related scheduling in JSSPP. Opening
this collection, we present a detailed exposition of recent technological trends
in parallel computing, and how they affect, and are affected by, parallel job
scheduling. To remain a relevant field of study in the face of constant progress
in the underlying technology, we are currently expanding the scope of JSSPP to
include these trends, as described in the introductory paper.

We call for the researchers in the JSSPP community and related fields to
contribute from their experience with traditional parallel job scheduling, and to
participate in the description, generalization, and resolving of the contemporary
scheduling challenges. We hope to continue the long tradition of this workshop,
which has now reached its 13th consecutive year. We would also love to hear
from authors with any questions or suggestions regarding the future direction of
JSSPP.

December 2007 Eitan Frachtenberg
Uwe Schwiegelshohn
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