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Abstract. The nearest neighbor and the perceptron algorithms are in-
tuitively motivated by the aims to exploit the “cluster” and “linear sep-
aration” structure of the data to be classified, respectively. We develop a
new online perceptron-like algorithm, POUNCE, to exploit both types of
structure. We refine the usual margin-based analysis of a perceptron-like
algorithm to now additionally reflect the cluster-structure of the input
space. We apply our methods to study the problem of predicting the la-
beling of a graph. We find that when both the quantity and extent of the
clusters are small we may improve arbitrarily over a purely margin-based
analysis.

1 Introduction

We study the problem of online learning over a graph. Consider the following
game for predicting the labeling of a graph. Nature presents a vertex v;,; the
learner predicts the label of the vertex g1 € {—1,1}; nature presents a label y;;
nature presents a vertex v;,; the learner predicts go; and so forth. The learner’s
goal is minimize the total number of mistakes (|{t : 4+ # y:}|). If nature is adver-
sarial, the learner will always mispredict; but if nature is regular or simple, there
is hope that a learner may make only a few mispredictions. Thus, a methodolog-
ical goal is to give learners whose total mispredictions can be bounded relative
to the “complexity” of nature’s labeling. In [16,15], the cut size (the number
of edges between disagreeing labels) and diameter were used as a measure of
the complexity of a graph’s labeling. We will show that such bounds may be
improved arbitrarily by also considering the cluster-structure of the graph.

The problem of labeling a graph online is not only of theoretical interest but
may also be practically motivated. For example, consider a system which serves
advertisements on web pages. The web pages may be identified with the vertices
of a graph and the edges as links between pages. The online prediction problem
is then that, at a given time ¢ the system may receive a request to serve an
advertisement on a particular web page. For simplicity, we assume that there
are two alternatives to be served: either advertisement “A” or advertisement
“B”. The system then interprets the feedback as the label and then may use this



information in responding to the next request to predict an advertisement for a
requested web page.

Recently there has been extensive research into both transduction and semi-
supervised learning in the batch setting. A motivating hypothesis is that the
structure of the input space may be exploited to improve learning when either
the cluster or manifold condition [5] is satisfied; informally that is

Cluster Condition: If points are in the same cluster, they are likely to
be of the same class.

Manifold Condition: The (high-dimensional) data lie (roughly) on a
low-dimensional manifold.

In this paper we will give bounds for an online perceptron-like algorithm which
supports this hypothesis. In particular we will take advantage of “clumpiness”
in the input space; thus when the inputs are distributed uniformly over a sphere
we will find no advantage. However, if it is the case that the input space X is
such that it is concentrated into a few dense clusters or if it lies on a smooth
low-dimensional manifold, we can then cover the input space with a relatively
moderate number of balls of modest diameter with respect to the extent of X.

In Section 4 we give a new online algorithm POUNCE with a mistake bound
based on the size of the cover of an input space X. The minimum number of
balls of (squared) diameter p that cover X is denoted as N (X, p). With the
assumption that the input space is a subset of an inner-product space which is
induced by a graph Laplacian, we refine the classical result of Novikoff [20] in
Theorem 2 by incorporating the cover size to give

M| < N(X,p) + [[ul®p+1.

Here | M| is the cumulative mistakes of our algorithm, and |ul|® is the squared
semi-norm of a separating classifier. This result significantly improves on the
Novikoff bound when the input space consists of a few dense clusters but not
uniformly as the squared diameter may be four times larger than the origin-based
squared radius of Novikoff bound and the additive constant “1”.

A key issue in graph-based transductive learning is how we should use the
basic inputs to build a graph for a given algorithm. In Section 5 we apply the
previous result in order to understand implications of using the exponential
embedding (“heat kernel” [2]) to build a graph. There we will additionally assume
as with the “cluster condition” that points in the same ball will have the same
label. In Figure 1 we illustrate our results with the classic two moons dataset [2].
Here each “moon” represents and contains points of only a single class. We can
characterize this dataset via two types of now label-dependent covers of the input
space. Their corresponding cover numbers A/° and C° differ from N in that each
set in these covers consist only of labeled points of the same class. The first kind
of cover is illustrated by the N'° = 42 balls which completely cover the input
space. The diameter p of these balls must be less than the minimal separation
between any two opposing labels §. The second kind of cover C° assumes now
that we have particular knowledge of the unlabeled data. The second cover is



in terms of p-path-connected sets, i.e., every two points is connected by a path
of points for which every point in the path is no more than p distant from its
predecessor and successor in the path. Thus in Figure 1 the 30 black points cover
the input space and define a p-path-connected cover of size C° = 2. Given such
covers of the input space Theorem 8 then implies that there is an embedding of
the input space with a graph Laplacian such that the mistakes of our algorithm
may be then bounded by

IM|<C°+1<N°+1.

This result gives an insight into the value of unlabeled data in transductive (semi-
supervised) learning within the context of our setting. From the bound above
we see that with no assumptions on the unlabeled data beyond the geometry of
the input space, a priori, our mistake bound is N'° + 1 whereas increasing the
quantity of unlabeled data may induce a cover via a few path-connected subsets
such that C° < N°, significantly decreasing the upper bound.

Fig. 1. Covering the two moons Fig. 2. Three clusters (one in isolation)

2 Background

Our research builds on the extensive literature concerned with algorithmic vari-
ants of the perceptron and their mistake bound analysis; a few recent exam-
ples include [18,8, 10,13, 4,6]. Our particular concern is to factor into the usual
margin-based analyses a model which can capture simplifying elements of the
cluster-structure of the input space. A mistake bound analysis which also incor-
porates the structure of the input space is that of the second-order perceptron [4];
those results are based on the spectrum of the correlation matrix of the inputs. In
the algorithmic luckiness framework [12] an analysis of the max-margin classifier
is also given in terms of the cover number of the input space.



Semi-supervised and transductive learning methods suppose that unlabeled
data can aid the learner. Thus if the input space is benign as characterized by the
cluster and /or manifold conditions, it is expected that the unlabeled data may be
exploited. A common approach is to use the labeled and unlabeled data to build
a “graph” which is then used by the learning method. The seminal approach
in [3] is to predict with a labeling which is consistent with a minimum label-
separating cut. The approach which directly motivates our work is that based
on the semi-norm which is induced by the graph Laplacian [22,2,17] which is
either directly minimized subject to constraints, or used as a regularizer.

2.1 Prediction on a Graph with a Perceptron

In [16, 15] the online graph labeling problem was studied. An aim of those pa-
pers was to provide a “natural” interpretation of the bound on the cumulative
mistakes of the kernel perceptron. Results were given when the basic kernel was
the pseudoinverse of the graph Laplacian. As the current work builds directly on
the results in [16, 15] we will selectively summarize and elaborate on those prior
results.

The graph Laplacian is a positive semidefinite matrix which is defined from
the adjacency (weight) matrix of the graph. Let A be the n xn symmetric weight
matrix of the graph such that A;; > 0, and define the edge set E(G) := {(4,j) :
0 < A;;}; note edges are unordered pairs thus (4, j) = (j,¢). The graph Laplacian
G is then the n x n matrix defined as

G:=D-A, (1)

where D = diag(dy,...,d,) and d; is the weighted degree of vertex i, d; =
E?Zl A;;. The induced semi-norm is then

[ul*:==u"Gu= > Ay(u—uy). (2)
(1) EE(G)

The graph is naturally interpreted as an n-vertex resistive network where each
edge (i,7) € E(G) is viewed as a resistor with resistance A%J Thus the effective
resistance ra(p, q) between vertex p and ¢ is then the potential difference needed
to induce a unit current flow between p and g. The effective resistance may be
computed via [19],

rac(p,q) = (ep — eq)TG+<ep —ey), (3)

where “*” denotes the pseudoinverse and e, is the p-th coordinate vector of R".
The resistance diameter of a graph Rg = maxi<p<q<n e (P, ¢) is the maximum
of the effective resistances between each of the pairs of vertices on the graph.
Surprisingly, both rg(+, ) and \/ra (-, ) are metrics on the graph [19].

In [15, Theorem 4.2 (with b = Rg;c = 0)] using the pseudoinverse of the
graph Laplacian mixed with the “constant” function as a kernel the cumulative
mistakes of the kernel perceptron was upper bounded by

M| < 2|u*|’Rg + 2. (4)



In the above u* is the optimal classifier which is correct on the examples; thus
* . 2
u* :=argmin{||ul|” : u1 = y1,...,ue = Yo} (5)
uclR®

where y; € {—1,1} is the true label of vertex i. Thus if we view the graph as
a resistive network and we fix the voltages at vertices i = 1,...,¢ to y1,...,ye,
respectively, then by Thomson’s principle [7] u* is then the vector of voltages that
minimizes the energy dissipation (power). On an unweighted graph (A4;; € {0,1})
the energy dissipation and the resistance diameter may themselves be bounded
by

[u*||* < 4d(u*) and Rg < D,

four times the separating cut size and the geodesic diameter of the graph, re-
spectively. The separating cut is the number of edges required to separate the
positive and negative labels, and the geodesic diameter of a graph is the maxi-
mum of the geodesic distances between each of the pairs of vertices on the graph.
In the central result of this paper, Theorem 2, we improve the leading term of
the bound (equation (4)) by a factor of two. More significantly, we will see in
the following subsection that we may improve over (4) without limit when the
graph consists of three or more “dense” clusters.

2.2 Three Clusters are Hard for the Perceptron

First we will recall the analysis of a graph with two clusters as given in [15,
p. 7]; there it was found that the mistakes of the perceptron could be upper
bounded by a constant independent of the size of the clusters. Then we will
observe that the two-cluster result does not generalize to 3+ clusters. In this
discussion, for simplicity, we represent a “cluster” in an unweighted graph by an
m-~vertex clique.

Following [15] consider two m-cliques (one labeled “+17, one “-1”) with ¢
arbitrary edges (¢ < m) connecting the cliques. Note that between any two
vertices there are at least ¢ edge-disjoint paths of length no more than five, and
therefore the resistance diameter Rg is at most 5/¢ and the cut size is $(u*) = .
Hence by (4) the bound on the cumulative mistakes is the constant 42.

Now consider the addition of a third cluster (m-clique) such that the first
two cliques are connected by ¢ edges in proportion to m (cm < £ < m), but
the third cluster is connected to the initial two by a constant number of edges
independent of m and thus Rg = ©(1) (see Figure 2). Thus as m increases,
in relative terms the third cluster becomes increasingly remote, but counter to
geometric intuition the perceptron upper bound (4) increases as ©(f). Whereas
with POUNCE applied to the three cluster problem an upper bound on mistakes
is the constant 20 (Equation (10) with p = —25, N(X,p) = 3, and &(u*) <
2¢). The difficulty of the three cluster problem for the perceptron is not only a
problem in upper bound but also in performance, as there exists a parameterized
three-example separable set such that the perceptron must incur mistakes linear
in the parameter. In contrast, the upper bound of POUNCE is a constant. We
omit this example for reasons of space, however, see [14].



3 Preliminaries

We denote matrices (conventionally n x n) by capital bold letters and vectors
(conventionally n x 1) by small bold case letters. So M denotes the n x n matrix
(M;;)7 ;=1 and w the n-dimensional column vector (w1,...,w,)" also denoted
by (w(l),...,w(n))" where “7” denotes transposition. The identity matrix is
denoted by I. We also let 0 and 1 be the n-dimensional vectors all of whose
components equal to zero and one respectively, and e; the i-th coordinate vector
of R™. Let IN be the set of natural numbers and INy := {1, ..., ¢}. Let H denote
a Hilbert space. If A and B are sets then the set difference is denoted A\ B and
the shorthand A\z := A\{z}.

A symmetric positive semidefinite matrix M induces a semi-inner product
on IR™ which is defined as

(u,w)p; :=u'Mw,

where ||w||y; := (W, W)y, denotes the associated semi-norm (note that the sub-
script “M” in both (-,-)p; and ||-|lo; may be omitted when clear from the con-
text). The reproducing kernel [1] associated with the above semi-inner product
is K = M™, where “” denotes the pseudoinverse. We also define the coordinate
spanning set

Vmi={v;:=MTe;:i=1,...,n} (6)

and let H(M) := span(Vm). The restriction of the semi-inner product (-, ),
to H(M) is an inner product on H(M). The set Vi acts as “coordinates” for
H(M), that is, if w € H(M) we have

w(i) =e/MTMw = v, Mw = (v;, W)y, (7)

although the vectors {vy,...,v,} are not necessarily normalized and are linearly
independent only if M is positive definite. We note that equation (7) is simply
the reproducing kernel property [1] for kernel M™.

A discrepancy function d : X x X — [0, 00] is symmetric d(z,y) = d(y,x)
and (d(z,y) = 0) <= (x = y). The diameter D(X,d) of a set X C X is
the maximum discrepancy between any two points in X, and thus D(X,d) :=
sup, ,ex d(x,z"). The covering number N (X, p,d) is the minimal number of
sets of diameter p that contain set X. Thus

N(X,p,d) := { m%g {ke NT:D(X],d) < p,Vi € Ny, UF_ X/ D X}; (8
Xil i=1
if the minimum does not exist then N (X, p,d) := oo. When X C H(M) we

assume a discrepancy which is a squared norm dyy(z, y) := ||z — y|[34 for which
we define the abbreviated notation N (X, p) :== N(X, p, dm).

3.1 The Signed Laplacian
The graph Laplacian (see (1)) is naturally generalized by the class of symmetric
diagonally dominant matrices with nonnegative diagonals which we will refer to



as signed Laplacians. Recall that a matrix M is a symmetric diagonally dominant
iff |Mu| > Z]’#i ‘Mlj| for every 1€ Nn

Goldberg et al. [11] introduced the use of the signed Laplacian into semi-
supervised learning to explicitly encode dissimilarity relations. The following
lemma decomposes the quadratic form u™ Mu into edge and vertex contributions
enabling the interpretation of u"Mu as a smoothness measure of a labeling
u € {—1,1}" of an associated graph.

Lemma 1. If M is symmetric and u € R™ then

u'Mu =Y [ My|(ui—uy)+ Y [ Migl(uituy)*+ Y [Mi—(Df+D])]u?, (9)
(j)ebEt (i,j)€E~ i€N,

where Et := {(i,7) : M;; <0, < j} is the positive edge set and E~ = {(4,7) :
M;; > 0,1 < j} is the negative edge set and

Df = > [Myl, D;:= > |Ml

j€{k:M;;,<0,k#i} je{k:M;,>0,k#i}

are the positive and negative edge degrees of the ith vertex respectively. If for all
1 € IN,, the vertex weight M;; — (DZ+ + D;") is nonnegative then M is positive
semidefinite.

Proof. Since M is symmetric then uTMu:QZ?;ll Z;;H_l Mijuu+y oy Miu?.
Therefore as

| Mij| (ui + uy)®— | Mij | (uf +u?) M

J

>
|Mijl(us — uj)®— [ Myl (uf +u3) M <

2Mijuiuj = {
J

equation (9) follows immediately. Since the first two terms in (9) are nonnegative,
and the third is nonnegative if the vertex weight M;; — (Dl+ +D;") is nonnegative
Vi € IN,,, then u"Mu > 0 for u € R”, and thus M is positive semidefinite. O

Thus if all the vertex weights are nonnegative M is a signed Laplacian and
|-llp is @ semi-norm. The “sign” of the edges reflect dissimilarity (similarity)
penalties as when two vertices are connected by a positive (negative) edge its
contribution to the semi-norm is zero if the labels are the same (different) and
positive otherwise. A matrix with a zero vertex weighting and an empty negative
edge set corresponds to the Laplacian matrix defined in (1). A matrix M is
irreducible iff there does not exist partitioning sets P, C IN,,, PUQ = IN,, such
that My, = 0 for each p € P and g € Q; this is equivalent to stating that the
associated graph is connected.

4 The PoUNCE Algorithm

In a mistake-driven algorithm the mistaken examples implicitly generate a cover
of the input space via the hypothesis vector. The motivating idea of the POUNCE
(Projection-Orientated- Using-Nearby- Cover-Elements) algorithm (see Figure 3)
is to explicitly use that cover to design an algorithm whose analysis directly



reflects both the margin of the separating hypothesis and the structure of the
input space. Although it may be possible to achieve similar bounds for a “second
order” algorithm our aim is to design an algorithm whose bound can improve
on the kernel perceptron in natural scenarios with no increase in the order of
computational complexity. Thus the time complexity of POUNCE is identical to
the kernel perceptron that is O(m;) time required on trial ¢ where m; is the cur-
rent total of the cumulative mistakes. Thus the total time required for ¢ trials
is O(myef). This is assuming the kernel is provided in advance. However, if we
are interested in predicting the labeling of a graph with a (signed) Laplacian we
must calculate the pseudoinverse of the (signed) Laplacian. The time required
to initially compute this kernel in the general case of an n-vertex graph is prag-
matically O(n?); however, see [9] for a significant improvement when the graph
is a tree. As computing the kernel is a one-time cost, the existence of multiple
problems or multiple validation experiments on the same graph may effectively
offset this initial cost.

The input to POUNCE is an online sequence of vertices and labels from a
graph with associated (signed) Laplacian M. The first trial is automatically
a mistake. On the tth trial vertex 7y € IN,, is input to the algorithm as its
“cooordinate” v;, € Vi (see (6)). In order to predict, POUNCE finds the nearest
neighboring vertex v,,, to v;,, among those in the mistake set M, in norm ||-||5;-
The prediction and update rule are based on both the vertex to be predicted
and its nearest neighbor. Intuitively, POUNCE is thus a combination of a nearest
neighbors algorithm and a perceptron-like algorithm.

Theorem 2. Let M be either an irreducible Laplacian or a positive definite
signed Laplacian. If X := {v;, }i_1 € V§; and Y = {y;}¢_, € {=1,1}¢ are the
sequences of inputs and associated labels and M is the set of trials in which the
POUNCE algorithm predicted incorrectly, then the cumulative mistakes |[M| are
upper bounded by

M| < N(X,p) + [ul®p+1, (10)

for all p >0, and for allu € R™ such that u(iz)y: > 1 for all t € M.

Input: {(vi,,ye)}i=1 € Vm x {~1,1}.
Initialization: wo = 0; M = {1}.
fort=2,...,¢/ do
Receive: i, € {1,...,n}
ne = argmin, v, [vi — v, |
Predict: §: = sign(yy,, + we(it) — we(in,))
Receive: y;
if §: = y+ then
Witl = Wi
else

Wit1 = W +

M=MuU{t}

Yt —Yny — (Wt (it) —we (in, ) (

iy =i, I? Vie = Vin,)

end

Fig. 3. The POUNCE Algorithm



4.1 Proof of Theorem 2
The update step of POUNCE is a projection. We recall the definition of projection.

Definition 3. The projection of a point w € 'H onto a closed conver nonempty
set U CH is defined by

P(U;w) := argmin|u— w||. (11)
ueld

We recall the following two facts about projection: the first is the pythagorean
theorem, and the second the explicit equation for the projection to a hyperplane.

Lemma 4. IfU CH is an affine set and w € H, u € U then
lu—w?® = [u— PUw)|* + | PU w) = w)|* (12)
and if (x,y) € H\O x R and w € H then
P{u: (u,x) = yhw) = w+ 7J”<V||V2’">x. (13)
x

Inspired by the maximum principle [7, p. 7] for the graph Laplacian, we prove
the following theorem which holds for the more general signed Laplacian.

Theorem 5. If M is a signed Laplacian and y € {—1,1}¢ then

min u' Mu = min u’' Mu (14)
uely ucUy

with
Uy={ueR": uv1=y1,...,ur=ys} and U ={ueR":uy1 > 1,...,upye > 1}.

Proof. Equation (14) is trivially true if M = 0. Consider the case that M is
irreducible. Suppose (14) is false then there exists (see [21, Corollary 27.3.1]) a
possibly nonunique vector v € Uy, such that

v ' Mv = min u"Mu < min u"Mu.
uEU ueUy

Let ¢ = argmax;cy, |v;| be the index of a component of v of maximal magni-
tude. By our supposition 1 < |v,|. Since the constraints are orthogonal we have
that

0

ou,

otherwise v is not a minimum. Thus computing the partial and upper bounding

gives
M, jv; \ML [|v;]

J# M.,

(u"Mu)|y, =0



Since M is a signed Laplacian it is diagonally dominant, and thus

|M,;|
> |MJ| <1. (16)
gAe

Therefore as |v,| > |v;| for each j € IN,, inequalities (15) and (16) imply that
1 < |v,| = |vj] for each j € J :={j € N, : M,; # 0}.

For each j € J the above argument may be iterated and then as we have
assumed M is irreducible we may continue iterating to conclude that

1< || =... = |val.

Thus 7 € (7), and as \VTI\M\;TI < v'Myv this contradicts the assumption that
v is minimal hence (14) follows for M irreducible.

Now, alternatively, suppose M is reducible then there exists k irreducible
matrices MM, ... M) such that

u Mu = u® MOu® 4 4 a® T ME*)

for allu € R" and u = (ugl)mél),...,u(lk),... u(k)) with 4y + - + i = n. We

y Wy

conclude by applying (14) to the k independent problems. a

Proof of Theorem 2: From the algorithm we have that for each ¢t € M\1,

]

Wil = P(Ut,wt) = Wy +

which is the projection of w; to the hyperplane
Uy :={u € H(M):(w,vi,=vi, ) =yi=yn, } ={u € H(M):u(ir)—ulin,) = yr =y},
as follows from (13). Thus for every ¢t € {2,...,¢}

[[we — Wt+1||2 =|u— Wt||2 —[u— Wt+1||2a (weid)

by Lemma 4 for ¢ € M\1 and trivially otherwise. Summing these telescoping
equalities for ¢ = 2,...,¢ then removing from the sum on the left hand side
the terms when ¢t ¢ M as they are zero and on the right bounding the term
—|lu = weg1||? by zero gives

> wr —wen|® < JJufl? forall wed = (] Uy. (17)
te M\1 te M\1

Now if a mistake occurs on trial ¢ # 1 we have that 1 < |y — vy, — wi (i) +
wi(ng)|. Since wyy1 € Uy, then 1 < |wigq (i) — w1 () — wi(ie) + wi(n)| =
{wi1 — wy, vi, — vy, )|. We then apply the Cauchy-Schwarz inequality to ob-
tain that

1< flwigr —willllvi, —vi,, |- (18)



Now substituting (18) into (17) gives

) — W SR (19)
S Ve =il
Given X C H and p > 0 such that there are N'(X,p) < oo balls denoted
Z1,..., Zn(x,p) of diameter p which cover X then define F(X, p) to be the set
of the initial trial indices in which a mistake first occurred in a ball (excepting
t =1) thus t € F(X,p) if t € M\1 and there exists a j such that v;, € Z; and
there does not exist an s < ¢t such that v;, € Z; and s € M\1. We lower bound
the left hand side of (19) by removing from sum over trials those trials which
are in F(X, p), hence

(neur). (20)

te(M\F(X,p)\1 Ivi, =i,

Since for every two points v,v’ in the same ball we have that |[v — v/||?

then

<p

2
Vi, = vi, [I” <p

for t € (M\F(X, p))\1. Thus substituting the equation above into (20) we have
M| = IFX o)l = 1< |ul’p  (weur). (21)

Substituting the upper bound |F (X, p)| < N (X, p) into (21) it follows that the
mistake bound (10) holds for u € U*. We proceed to show that if u ¢ U* and
u(iy)y; > 1 for all t € M then there exists a proxy u’ € U* with [|[u’/|* < ||u]?
which hence proves the theorem.

If u e R and u(is)y: > 1 for t € M then by Theorem 5 there exists a
u’ € R” such that

()™ M(u') < u"Mu and u'(i¢) = y; for t € M.
If M is positive definite then u’ € &* C R" = H(M) and we are done; otherwise
M is an irreducible Laplacian. If M is an irreducible Laplacian then from (2)
the vector 1 spans the null space of H(M) and thus
zeR"and1'z=0=z < HM). (22)
Set u” :=u’ — 1(%) then (22) implies u” € H(M) and
()" M(u”) = (u') M(v') < u"Mu.

Finally u” € U* since u”(i¢) —u”(n;) = w'(i;) — (12) — (u/() — () =
u'(i¢) —u'(n¢) = y¢ — Yy, , holds for t € M\1. O




5 The Exponential Embedding

In transductive and semi-supervised learning if a graph is not inherent in the
problem it is necessary to build the graph from the data. The usual procedure
is to use a discrepancy function over the data and build a graph using edge
weights derived by the k-NN, e-ball, or the exponential (also known as the heat
kernel [22,2]) embedding.

Our model here is that a learning problem is determined by a possibly infinite
set X and a label function Y : X — {—1,1} which are both unknown to the
learner. Structure is imposed on X through a discrepancy d : X x X — [0, oo].
The learner is initially given a finite input set X C X and d(X, X). Subsequently,
the learner will predict a subset of the labels of X in an online fashion. In this
section we study the performance of POUNCE if we predict by building a graph
Laplacian using the exponential embedding of X.

Definition 6. If X = {z1,...,z,} C X is an indezed finite set, d : X x X —
[0,00] is a discrepancy function, and a > 0 is a scale parameter then the expo-
nential embedding of (X, d, a) is the map F(x 4,4): X — H(G®) constructed as
follows. First define the Laplacian matrix

_p—ad(z,x5) | £ j
a . e 1 J
Gij = {Zzﬁe‘“d"‘““) i (23)

then define the map from X to the coordinate spanning set Vg« C H(G?*) (re-
call (6)),

Fix,q,0) (i) == vi = (G")Te;. (24)

The bound in the following theorem is based on label-dependent cover num-
bers. Thus we will require the following preliminary definitions. The points
x,2’ € X are p-path-connected if d(xz,x’) < p or if there exists a point 2/ € X
such that d(x,2”) < p and 2,2’ are p-path-connected. The set X is p-path-
connected if all pairs of points in X are thus connected. A set X is connected if
there exists a p > 0 such that it is p-path-connected. The component covering
number, C(X, p, d) is the minimal number of p-path-connected subsets (compo-
nents) of X that cover X, thus

C(X, p,d):=min {keIN*: X/ is p-path-connected fori€ Ny, UF_; X/=X} .
X eX

(25)
Observe that C(X, p,d) < N(X, p,d) and if X C X’ then N(X, p,d) < N (X', p,d)
but a superset of X may decrease or increase the component covering num-
ber. The label function ) : X — {—1,1} maps the input set to label set.
The separating-cover (component separating-cover) number denoted N°(X, ), d)
(C°(X,Y,d)) is the minimal number of sets of maximum diameter p (p-path-
connected) that contain X such that every set contains points only with a single
label and every two points with differing labels are more than p distant.



Definition 7. If X C X is a set, Y : X — {=1,1} is a label function and
d: X x X —[0,00] is a discrepancy function then the separating-cover number is

N®(X,9,d) = min N(X, p,d) (26)

and the component separating-cover number is
C°(X,Y,d):= min C(X,p,d) (27)
0<p<d

with § = inf{d(zT,z7) : 2t € Y1) N X, 2~ € Y~ H-1)N X} and if the
infimum is zero then the cover numbers are co.

Given an exponential embedding F{x 4 4) we consider the performance of the
POUNCE algorithm in the following theorem as the parameter a — oo. This
“tuning” of @ minimizes the margin term in (10) thus increasing the cover term.
Thus this tuning is optimized for the case in which the data is “aligned” with
a small component separating-cover. If the data is not well-aligned a less severe
tuning may be more useful in practice.

Theorem 8. If X C X is a finite set, d : X x X — [0,00] is a discrepancy
function and X is connected then for any label function Y : X — {—1,1} and
any sequence of labeled examples {(z;,,V(xi,))}o—q € (X x {=1,1})* there exists
an o' > 0 such that for all a > o’ the cumulative mistakes | M| of the POUNCE
algorithm on the embedded sequence {(F(x, 4,a)(xi,), Y(w:,))}i=1 are bounded by

IM| <CO(X,V,d)+1<N°(X,V,d)+1. (28)

Proof. As X is finite there exists p,e > 0 and a component separating cover
C°(X,Y,d) of X such that Y(z) # Y(z') — d(z,z’) > p+ €. Define H(G?) from
X via (23). Since X is connected, G* is irreducible. Given z,, z, € X in the same
p-path-connected set, there exists a path P from z, to x4, along fewer than | X|
edges such that the discrepancy on each edge is no more than p. Therefore the
resistance 1/GY; on each edge (3, j) of the embedding of path P into H(G?) is
smaller than e®; thus the effective resistance (recalling (3)) between vertex p
and ¢ is upper bounded by |v, — quzca < |X1e*, as follows from Rayleigh’s
monotonicity law (see [15, Corollary 3.1] also [7]). Thus we can cover Vga such
that

N(Vae, [ X[e") < C°(X, D, d). (29)

Therefore from Theorem 2 we may bound the mistakes of the algorithm by
M| <N Vg, | X[e) + [[u”|*| X e +1, (30)
with u*(i) = Y(x;) for i = 1,...,|X|. We upper bound ||u*||* using the fact that

z and ' in the same p-path-connected set have the same label,

||u*||2 — Z (uz_u;)Qefad(Ii,Ej) — Z de—ad(wi,z;) §4|X|267a(p+6)-

1<i<j<n x;,2 €X: Y (2:) 2V (x5)
(31)



We proceed by substituting the upper bounds (29) and (31) into (30) to give

M| <C°(X,),d)+1, forall a > 31n4‘X| as there cannot be a fractional mistake.
Finally the assumption X C X 1mphes that C°(X,),d) < N°(X,),d). O

An interpretation of the above result is that the separating-cover number
N°(X,Y,d) is an upper bound which is independent of prior knowledge of a
particular set X’ to be predicted. However, a supersample X O X’ may po-
tentially induce a component separating-cover (e.g., see Figure 1) such that
C°(X,Y,d) < N°(X,Y,d). Therefore the prior knowledge of X reduces the
mistake bound by N°(X,Y,d) — C°(X,),d) a possibly significant gain from
prior knowledge of the input space in this idealized learning scenario.

We observe that the separating-cover number A is also an upper bound on
the number of mistakes incurred by the online 1-“nearest neighbors” algorithm,
because once a mistake is made in a given ball, that mistaken point is always
nearer to any other point in that ball than to a point of an opposite label. Thus
there can be no more mistakes than balls in the cover. Given a discrepancy
function d, there then exists an a’ > 0 such that the component separating-
cover number C° is the mistake bound of graph geodesic 1-“nearest neighbors”
for every discrepancy d/, = e*? with a > a’. These upper bounds are tight in so
far as an adversary may select a discrepancy such that a mistake is forced for
every ball (component). Thus the bounds in Theorem 8 are tight up to a single
additional mistake.

The preceding analysis connects the mistake bound analysis of the exponen-
tial embedding to graph geodesic nearest neighbors as a — oo. For small a the
comparison may mislead as there exists a family of unweighted graphs such that
the mistakes of POUNCE is upper bounded by a constant, while the mistakes of
geodesic nearest neighbors is linear in the size of the graph as follows from [15,
Section 5.1].

The Value of Unlabeled Data

Does unlabeled data help the learner in our framework? In the framework of this
section the initially unlabeled data is just the input set X and the discrepancy d
given to the learner before prediction. Can we obtain similar mistake bounds for
predicting in X if instead it is revealed to the learner sequentially as we predict?
In the following example we construct a problem for which any algorithm which
does not preview the unlabeled input set will incur mistakes linear in the data
set size in expectation whereas POUNCE will make no more than three mistakes.
Consider the following learning task illustrated in Figure 4. The task is gen-
erated at random as follows. The n points from IR? to be predicted are at
{(1,1),(2,1),...,(n,1)}. An additional, 4n points are then situated at the loci
{(1,0),(3/2,0),...,(n,0)} and at {(1,2),(3/2,2),...,(n,2)}. Each of the initial
n points is labeled independently +1 or —1 with equal probability. We denote
the first-coordinates of the positively (negatively) labeled points {af, .. a;
({ar,...,a,_,}) and then generate points at {(aj",1/2),...,(a],1/2)} and also
generate the points {(a7,3/2),...,(a,_,,3/2)} which path-connect to the their
labels. Thus our task has 6n points in total and we only consider prediction of
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Fig. 4. Two (1/2)-Path-Connected Sets

the initial n. Any algorithm which does not preview the initially unlabeled data
must incur n/2 expected mistakes whereas using Euclidean distance as a dis-
crepancy the positively labeled and negatively labeled points are separated into
two (1/2)-path-connected components with no points of differing labels less than
a unit distant. Thus from Theorem 8, POUNCE incurs no more than 3 mistakes.
Consequently, we observe that although there exists an algorithm that obtains
the bound |[M| < N°(X,Y,d) without prior knowledge of its input set X, no
algorithm may exist that obtains either |[M| < C°(X,Y,d) + 1 or (10) without
a preview of X or equivalently M, respectively.

6 Discussion

We have presented a novel perceptron-like algorithm POUNCE. We've given a
mistake bound analysis of POUNCE which builds on the classic Novikoff analysis
via a cover number to provide a finer measure of the structure of the input space.
When the input space corresponds to an embedding via a signed Laplacian and
its cover is relatively “small,” we may significantly improve over the traditional
analysis. This work is a continuation of the researches begun in [16, 15], and as
such it improves the previous bound [15, Theorem 4.2] at a minimum by a factor
two! except for an additive constant of “1” even when we cover the space with
a single “ball.” The improvement in bound may be arbitrarily large as shown by
the three-cluster example in Section 2.2. Furthermore this improvement cannot
be obtained by the perceptron [14].

Although the bounds for predicting the online labeling of “small” diameter
graphs improve on those given by a straightforward application of the classical
halving algorithm, the bounds presented here are weaker than the halving algo-
rithm for “large” diameter graphs as exemplified by an n-vertex line graph (a
simple path) [15, p. 8]. Here we can see that a straightforward application of the
halving algorithm to the concept class of labelings of a line graph with a cut-
size of one leads to a mistake bound of O(logn). In contrast, the application of
Theorem 2 using a cover of O(y/n) line segments each of diameter O(y/n) gives
the suboptimal mistake bound for POUNCE of O(y/n); this however improves
on the bound for the perceptron of O(n) in [15]. Thus this leaves as an open

! There are subtleties in an exact comparison, one of which is the issue of resistance
“radius” versus resistance diameter. Surprisingly these may be asymptotically equiv-
alent even in unweighted graphs (see the “flower” graph example of [15, p. 5]).



question whether there is an efficient algorithm which incorporates the strengths
of a halving algorithm based analysis along with the analysis presented here.
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cussions and anonymous referees for valuable comments.
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