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Abstract. In this paper, we address the problem of 3D articulated multi-person
tracking in busy street scenes from a moving, human-level observer. In order to
handle the complexity of multi-person interactions, we propose to pursue a two-
stage strategy. A multi-body detection-based tracker first analyzes the scene and
recovers individual pedestrian trajectories, bridging sensor gaps and resolving tem-
porary occlusions. A specialized articulated tracker is then applied to each re-
covered pedestrian trajectory in parallel to estimate the tracked person’s precise
body pose over time. This articulated tracker is implemented in a Gaussian Process
framework and operates on global pedestrian silhouettes using a learned statisti-
cal representation of human body dynamics. We interface the two tracking levels
through a guided segmentation stage, which combines traditional bottom-up cues
with top-down information from a human detector and the articulated tracker’s
shape prediction. We show the proposed approach’s viability and demonstrate its
performance for articulated multi-person tracking on several challenging video se-
quences of a busy inner-city scenario.

1 Introduction

Humans have truly amazing scene understanding capabilities. When walking in a busy
street on our daily shopping tours, we are effortlessly aware of our surroundings; we
can recognize other people visually, follow their tracks through crowded situations, and
interpret their body poses from appearance cues. Computer vision is still a consider-
able way from this goal. While there has been a long history of research in articulated
tracking (a good overview can be found in [8]), a vast majority of those papers focuses
on recovering body poses of single persons in simpler environments [4,6,29,22,25,26]
(notable exceptions include [2,15,17,20,21,31]). Although several approaches have
demonstrated body pose estimation in static surveillance scenarios [15,31], none of
those systems addresses the more challenging task of articulated tracking in uncon-
strained, busy street scenes, where many people overlap and partially occlude each
other and where the camera itself may undergo egomotion.

This is by no means a coincidence. Articulated tracking under such conditions is
extremely hard, and many factors contribute to this difficulty. Even when only tracking
a single person, pose estimation and data association between frames contain significant
challenges. Several state-of-the-art approaches build up articulated models from local
parts in a bottom-up fashion [20,23]. Those approaches can easily get confused by the
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Fig. 1. An example for the articulated multi-person tracking scenarios considered in this paper.
We address this task by first applying a robust multi-body tracker to handle the data association
problem and identify individual tracks. An articulated tracker is then applied to each single-
person track independently to infer precise body poses, which are in turn fed back to improve the
observation model. As can be seen from our results, this procedure allows robust performance
despite the presence of multiple people, temporary occlusions, scale changes, and camera motion.

abundance of human limbs that are visible in busy street scenes. Other approaches rely
on global shape, which is difficult to extract in crowded situations due to clutter, overlap
and occlusion, especially when the camera itself is moving [11].

When trying to track the articulations of multiple persons at the same time, additional
difficulties arise from those persons’ interactions. While algorithms that support multi-
ple hypotheses can in principle deal with several people (see e.g. [20]), they typically
do not explicitly distinguish between competing pose hypotheses for a single person
in the image and different persons that are simultaneously visible. Also, relations be-
tween different subjects, such as temporary occlusion, cannot be modeled that way.
A straightforward extension of a probabilistic inference algorithm to multiple subjects
with occlusion reasoning requires a joint representation for the state space of multiple
subjects [10], leading to an exponential increase in computational complexity.

In this paper, we propose an approach to overcome those difficulties in a system’s
context. The key insight behind this work is that it is not necessary to handle the com-
plexity of multi-person interactions at the level of articulated tracking. Instead, we pro-
pose to carry out the global occlusion and multi-object reasoning on a coarser level and
to only perform a more detailed articulated analysis on the output trajectories of the
higher-level multi-body tracker (see Fig. 1). This allows us to also impart the articu-
lated tracker with important information from trajectory analysis, such as a person’s 3D
walking direction, speed, and the knowledge when a trajectory is occluded. However,
even a sophisticated multi-body tracker cannot solve the entire problem. Data associa-
tion remains a challenging task: especially when multiple persons are walking close to
each other, their limbs are often hard to distinguish. We address this issue by providing
the articulated trackers with a guided segmentation that incorporates top-down knowl-
edge from human detection. Together with a dynamic shape prediction from tracking,
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this observation model provides sufficiently precise measurements to support articu-
lated multi-body tracking in very challenging street scenes.

In detail, this paper makes the following contributions. 1) We propose a combination
of multi-body and articulated tracking for robust, multi-person 3D body pose estima-
tion in inner-city scenes of realistic complexity. 2) We show how this general principle
can be implemented in combination with a Gaussian Process (GP) articulated tracking
approach based on global pedestrian silhouettes. This GP model incorporates learned
prior knowledge of human shape and dynamics in order to capture the essence of hu-
man walking cycles. As regular GP training with sizable training sets is computationally
very expensive, we propose several extensions to make learning tractable. 3) We aug-
ment the articulated tracker with a guided top-down/bottom-up segmentation procedure
in order to reliably extract pedestrian silhouettes in busy scenes and under significant
camera egomotion. 4) Finally, we demonstrate that our proposed system achieves robust
performance in very challenging sequences.

The paper is structured as follows. The next section discusses related work. Section 3
gives an overview of our proposed system. The following three sections then present its
different components in detail: the multi-body tracker (Sec. 4), our Gaussian Process ar-
ticulated tracking approach (Sec. 5), and the guided top-down/bottom-up segmentation
(Sec. 6). Finally, section 7 presents experimental results.

2 Related Work

The main challenges of 3D articulated tracking are the high-dimensional search spaces
of body poses, multi-modal posterior distributions, and the fact that the images do not
provide all the necessary information due to their 2D nature. Using multiple cameras
and a controlled environment, ambiguities can be limited, and accurate 3D tracking
results can be obtained [22,4,26]. We focus on realistic scenarios with noise and occlu-
sions, where the scene is observed by a single camera or small-baseline stereo setup.

Many existing articulated tracking approaches can either be described as model-
based generative top-down methods [25,6], or part-based bottom-up approaches [20,23]
(see [8,18] for a comprehensive survey). The latter typically only allow for pairwise
constraints between neighboring body parts in a graphical model of the human body.
In order to infer 3D body poses from monocular or binocular image sequences, more
powerful holistic prior models of possible 3D poses have been learned in [25,29].

More recently, several approaches have been proposed that learn the statistical prop-
erties of human body motion and the relationship between body poses and their im-
age appearance. They rely on machine learning techniques such as kernel regressors or
dimensionality reduction and can be divided into discriminative (e.g. [1,27]) and gen-
erative (e.g. [14,11,19]) methods. While discriminative approaches lead to more direct
inference algorithms, they have to deal explicitly with ambiguities of the one-to-many
discriminative mapping. Furthermore, they assume that the subject’s 2D image location
is known beforehand, which is not a trivial task for challenging multi-person scenarios
such as the ones considered here. Generative approaches, on the other hand, suffer from
the high dimensionality of the body pose space, which is a problem for both the learning
and the generative tracking algorithms. Their performance can however be improved by
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Fig. 2. Overview of the system

a suitable dimensionality reduction. [14,11] first learn such a low-dimensional pose rep-
resentation and then model the mappings into the pose and appearance spaces, as well
as the pose dynamics, using kernel regressors. [19] proposes an integrated formulation
that obtains a dimensionality reduction in a Gaussian Process framework by estimating
a low-dimensional latent space which simultaneously maps into the pose and appear-
ance spaces. In this paper, we follow a similar line, but explicitly take into account also
the dynamics, which prove to be very important for our application.

While most articulated tracking approaches consider only single persons, several
methods have also been proposed for multi-person scenarios. In [17], multiple indepen-
dent articulated trackers are initialized manually on different persons. [21] also auto-
mates this initialization stage by detecting stylized poses for 2D body pose estimation.
Several approaches have demonstrated 3D body pose estimation in static surveillance
scenarios [15,31]. Most directly related to our approach, [31] also applies a multi-object
tracker to identify individual trajectories and estimate each tracked person’s body poses
over time. However, their tracking approach relies on background modeling, and their
pose estimation process is relatively simple, based on a coarse discretization of the
pose space. In very recent work, [2] propose an articulated pedestrian detector as basis
for articulated multi-person tracking. While in this approach the articulation can help
solve the data association problem, it is currently restricted to side-views and performs
tracking only in 2D. In contrast, 3D articulated multi-body tracking from a moving,
human-level perspective still remains an open issue.

3 System Overview

Fig. 2 shows the schematic layout of our multi-body articulated tracking system. A
small-baseline (40cm) calibrated stereo rig mounted on a mobile platform captures two
image streams and passes them on to a human detection module. Based on the obtained
bounding boxes and rough stereo depth information, a multi-body tracker (Sec. 4) finds
consistent object trajectories in 3D. Each trajectory is then passed to a single-person
articulated tracker (Sec. 5), which estimates the person’s 3D articulation based on a
learned statistical representation. The estimation is made robust by a guided segmen-
tation stage (Sec. 6) that combines the pedestrian detector’s top-down segmentation
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with bottom-up image cues and a shape prediction inferred from the current state of the
articulated tracker. This results, for every frame of the sequence, in one body pose esti-
mate per tracked person, located in 3D world coordinates.

While in our approach, stereo-based depth computation supports the multi-body
tracker and contributes to finding the subject’s silhouette (see Sec.6) by setting it apart
from the background, the accuracy of the depth information is limited by the small
baseline between the cameras and does not allow for further disambiguation of the pose
estimates (as would be possible in a true multi-camera setup [4,26,22]). The articulated
pose estimation algorithm thus relies on image descriptors that are computed from the
subject’s silhouette. We do however take into account both image streams of the binoc-
ular sequences, which helps to alleviate problems that are caused by image noise; i.e.
when one camera stream is temporarily corrupted by noise or occlusion, the algorithm
can base its pose estimation on the second camera.

4 Multi-body Tracking

In order to reliably handle the complex interactions between multiple objects, we first
address the task of tracking multiple pedestrians without taking into account the ar-
ticulations, effectively factorizing the state space into independent “tracklets” for each
visible pedestrian.

We adopt the tracking-by-detection approach from [7], which incorporates detec-
tion, stereo depth, and visual odometry to allow robust mobile tracking. The multi-body
tracker itself is not the subject of this paper; we only give a high-level description of its
functionality here and refer to [7] for details.

As input, the multi-person tracker takes two video streams recorded with our small-
baseline stereo rig. A global world coordinate frame and ground-plane are recovered us-
ing structure-from-motion and stereo depth. Pedestrians are detected at each time-step
with an ISM detector [16] and are placed in this global frame. Based on the space-time
detections, an over-complete set of trajectories is tracked with independent Kalman fil-
ters. The best subset of this pool of hypotheses is selected through a global optimization
procedure which enforces physical exclusion constraints, resulting in a consistent scene
interpretation. The tracker is able to automatically initialize new tracks (usually, after
about 5 detections) and to recover temporarily lost trajectories, thus enabling the system
to track through occlusions.

The output of the tracker is a trajectory for each pedestrian in 3D world coordi-
nates (including the person’s 3D orientation, velocity, and bounding box), as well as
the information when the person was occluded. As the articulated tracker is currently
only trained on walking people, objects below and above a certain speed threshold are
discarded. The unoccluded parts of each remaining trajectory (the “tracklets”) can be
processed independently by the subsequent articulated tracking module, which would
otherwise become intractable. We want to point out, however, that data association be-
tween those tracklets still remains a challenging problem, as the limbs of adjacent per-
sons may easily get confused. Section 6 therefore introduces a guided segmentation,
which combines top-down information from the human detector with bottom-up image
cues and which considerably improves the observation process.
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Fig. 3. Overview of the learned model. (a) Two slices of the temporal Markov chain. The arrows
show the learned relationships between the variables. The low-dimensional pose representation
(’Latent Space’) is learned using LLE. (b) The prediction of the shape y depends on the low-
dimensional body pose variable x and the orientation ω, while the body articulation p is only
modeled as a function of x.

5 3D Articulated Tracking

In this section, we present our articulated tracking approach. It operates on the output
of the multi-body tracker and is provided with 3D trajectories and walking directions
of the individual pedestrians, where many ambiguities and temporary occlusions are
already resolved and accounted for by the previous stage.

The articulated tracking algorithm is based on a learned statistical model of body
motions and their appearance. This model follows a generative approach to capture the
relationship between body pose and image appearance and is conceptually similar to
[19]; here we additionally learn a dynamical model and propose extensions that make
learning tractable for sizable training sets.

The training data consists of corresponding pairs of body articulations and shape de-
scriptors (silhouettes). The body articulations are represented as a list of spatial 3D body
part locations from 20 joints of the human skeleton, as shown in Fig. 1. The matching
shape descriptors are vectors computed from a detected person’s bounding box, where
each entry indicates whether a certain pixel lies on the foreground or on the background.
We currently use bounding boxes with a resolution of 45 × 50 pixels and apply PCA
dimensionality reduction on the resulting 2250-dimensional shape descriptor.

The tracking algorithm operates in a low-dimensional representation of the body
poses that is obtained by applying Locally Linear Embedding (LLE, [24]) on the data set
of body articulations. We then model the reconstruction of the original representation of
the articulations, the prediction of the corresponding human shape in image space, and
the temporal evolution (dynamics) of the body poses over time using Gaussian Process
regression [12]. This model is illustrated in Figure 3.
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Pose reconstruction. Gaussian Processes define probability distributions over func-
tions and can be used to model the regression between two variables, in our case the
reconstruction from the low-dimensional pose space X to the original articulation rep-
resentation P. Given a covariance function krec(xi,xj) and a set of training pairs, a
posterior pdf over expected reconstructions p∗ can be computed for any point x∗ in
the low-dimensional pose space. Training a GP regression model entails finding good
parameters βrec of the covariance function (model selection). This can be done by
maximizing the marginal likelihood of P with respect to the covariance parameters
βrec

P (P|X, βrec) = (2π)−
dpN

2 |Krec|−
dp
2 exp(−1

2
tr(K−1

recPPT )) . (1)

Here, X ∈ RN×dx and P ∈ RN×dp are matrices containing the training data, N is
the number of observations, and dx and dp are the respective dimensionalities of the
appearance and pose data. The covariance matrix Krec ∈ RN×N is a function of the
data X and the parameters βrec of the covariance function, with elements Ki,j

rec =
krec(xi,xj). We use standard squared exponential covariance functions with indepen-
dent noise.

krec(xi,xj) = βrec
1 exp

(
−βrec

2

2
||xi − xj ||2

)
+ βrec

3 δxi,xj , (2)

where βrec = {βrec
1 , βrec

2 , βrec
3 }. The marginal likelihood (1) can then be optimized

using numerical optimization methods such as scaled conjugate gradient.

Dynamics. In addition, our model is able to temporally predict future body poses
according to a transition model p(xt+1|xt). Similarly to (1), the marginal likelihood
P (X|βdyn) is derived for the regression from xt to xt+1 (see [30]), and optimized with
respect to the parameters of the dynamics covariance function βdyn.

Shape prediction. In contrast to the pose reconstruction, the shape prediction addition-
ally depends on the orientation ω of the subject with respect to the observing camera
(see Fig. 3b). In our training data, every body pose has a number of corresponding
silhouettes, each viewed from a different angle. This results in NM training exam-
ples, where N is the number of poses and M the number of viewing directions in
our training database. For the regression model, we thus have to optimize the mar-
ginal likelihood P (Y|Ω,X, βapp), where Ω contains the viewing angles of the training
shapes. Using a straightforward implementation, the complexity of the GP training al-
gorithm scales with (NM)3, since it involves the inversion of the covariance matrix
Kapp ∈ RNM×NM . This is impractical for the large datasets we use. We thus pro-
pose a covariance function that allows the covariance matrix to be written as a Kro-
necker tensor product, reducing the complexity to O(N3 + M3) instead of the original
O((NM)3). This can be done by defining the appearance covariance function as a
product of a pose covariance function kpose(xi,xj) (e.g. squared exponential) and an
orientation covariance function kori(ωi, ωj),

kapp(xi, ωi;xj , ωj) = kpose(xi,xj)kori(ωi, ωj) . (3)
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If for every pose x ∈ X = {x1 . . .xN} there are silhouettes for all possible viewing
directions ω ∈Ω = {ω1 . . . ωM}, then the appearance covariance matrix can be written
as

Kapp = Kpose ⊗ Kori (4)

Complexity can be further reduced by replacing the orientation covariance function
with a delta function kori(ωi, ωj) = δωi,ωj . This makes sense during training of the
GP regression, because the training samples only involve a number of discrete viewing
directions ω ∈ Ω. Once the regression parameters have been learned with this addi-
tional approximation, the orientation covariance function can then be replaced by one
with a larger support (e.g. a Von Mises distribution), in order to allow for interpolations
between the discrete viewing directions ω ∈ Ω.

Learning the embedding. The marginal likelihood of the entire learned model can
now be written as

P (P,Y,X|Ω, βrec, βapp, βdyn) = P (P|X, βrec)P (Y|Ω,X, βapp)P (X|βdyn). (5)

Rather than just optimizing the regressors, as done here, (5) could be optimized with
respect to the latent positions X as well, where the LLE coordinates serve as an ini-
tialization, similarly to [19] . This would lead to a multi-set extension of the Gaussian
Process Latent Variable Model [12] with separate covariance functions for each of the
mappings. However, our experiments suggest that this does not improve the tracking re-
sults; they thus do not justify the increase in the number of parameters to be optimized
from less than ten to several thousand.

Articulated Tracking. The articulated tracking algorithm operates on the output tra-
jectories of the multi-body pedestrian tracker of Sec. 4, which delivers 2D image loca-
tions, scales, and orientations of the tracked persons. Its observations are automatically
estimated pedestrian silhouettes, obtained through the guided segmentation procedure
of Sec. 6. A particle filter serves as an overall framework, where at time t the body
pose hypotheses xi

t are propagated in the low-dimensional pose space according to the
learned dynamical model. For each particle xi

t, a shape yi
t can be predicted by tak-

ing into account the 3D track orientation ωt, estimated by the multi-body tracker. The
particles are then weighted with their image likelihoods, obtained by comparing the
predicted shape to the actually observed shape yobs

t ,

wi ∝ p(yobs
t |ωt,xi

t) = N (yobs
t ; μi

t,Σ
i
t) , (6)

where μi
t and Σi

t are the mean and covariance matrix of the predicted shape.
Finally, once the particle filter has been run on all images of a tracklet, a Viterbi

algorithm extracts a smooth and consistent trajectory through the particle set (note that
this can in practice be approximated with a fixed temporal look-ahead). Again, the
transition costs between neighboring states are based on the learned dynamical model.
In order to account for variations in the framerate of the sequence and the walking speed
of the subjects, this step additionally chooses between different scaling factors of the
predicted velocities, i.e. accelerated and slowed-down variants of the dynamical model.
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6 Guided Adaptive Segmentation

As an interface between the multi-body tracker and the articulated tracker, we are using
a set of automatically estimated figure-ground segmentations for each tracked person.
In the majority of previous works [19,27,31], silhouettes are assumed to be available
and are in practice often obtained using background modeling. Since we are dealing
with a moving camera setup, we cannot use this option. Instead, we propose to ob-
tain the segmentations by fusing top-down cues (from the detector and the articulated
tracker) with bottom-up image information (from color and stereo depth). Keeping in
line with previous work by several authors [3,5], the segmentation is formulated as
an energy minimization problem with respect to the foreground/background labelling
C = {c0, c1, . . .} of all pixels.

E(C) =
∑

i

R(ci) + λ
∑

i,j∈N
B(ci, cj) . (7)

In the above equation, R(ci) denotes the region term for a pixel with index i, which has
a label ci (figure/ground). R(ci) is based on the top-down segmentation map f of the
detector and the shape prediction map π =

∑
j wj

t μ
j
t of the articulated tracker, where

wj
t is the weight of sample j and μj

t is its predicted shape from (6).

R(ci) = − log(Pπ(ci) Pf (ci)) (8)

Here, Pπ and Pf are the probabilities of a certain label given the segmentation maps π
and f from the articulated tracker and from the detector respectively:

Pπ(ci) =
{

πi if ci = 1
1 − πi if ci = 0 . (9)

The boundary term B(ci, cj) encodes the belief that region boundaries typically coin-
cide with intensity and depth discontinuities. It is defined on the 4-neighborhood N and
penalizes neighboring pixels with different labels but similar colors Ii and depths Di

B(ci, cj) = e
− |Ii−Ij |2

2σ2
c e

− |Di−Dj |2

2σd2 δci �=cj . (10)

The resulting cost function can be minimized efficiently using standard graph-cut meth-
ods [3], yielding the binary foreground mask yobs

t . Together with the bounding box po-
sition and motion direction from the multi-body tracker, this mask serves as the input
for inference in the articulated tracker.

By ways of the expected appearance π, we can incorporate prior knowledge about
human shapes from the articulated tracker into the segmentation task, which can ef-
fectively complete partial segmentation maps f . We can furthermore bridge missing
detections by feeding back the tracker’s expectation and combining it with bottom-up
information. This is demonstrated in the sequence shown in Fig. 4: at first, the segmen-
tation works well, giving a good initialization to the particle filter. In later frames, the
detector fails due to missing contrast, but the prediction, along with the depth map, is
good enough to obtain a usable segmentation.
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Fig. 4. Original images (top) and sample segmentations obtained using our guided segmentation
(bottom). If no detection is available, the articulated tracker’s prediction is used in conjunction
with bottom-up cues (red silhouettes).

Of course, care has to be taken not to reinforce erroneous feedback, which might lead to
hallucinated walking cycles.Therefore, the influenceofπ iskept lowas long asadetection
is present and its weight is only increased when the trajectory contains holes. Even in those
cases, however, the boundary terms usually restrict the segmentation well enough.

7 Results

Training. For training the articulated tracker, we recorded motion capture data (at 30
Hz) of 6 different people walking at speeds between 3 and 6 km/h. The resulting data set
consists of slightly more than 2000 different body poses, each represented by 20 joint
locations (i.e. 60 dimensions). For every body pose, silhouettes were rendered for 36
different viewing directions. A three-dimensional LLE of the body pose data serves as
the low-dimensional pose space for the GP regression model. The marginal likelihood
was optimized with scaled conjugate gradients using the FITC sparse approximation
with 200 inducing variables [28,13].

Results. We demonstrate our approach on 3 challenging video sequences showing real-
world inner-city scenes. These videos were captured at about 13–14 fps from a mobile
recording platform. Note that such a low framerate complicates the articulation reason-
ing considerably. Table 1 gives an overview over the sequences used in this paper. Video
sequences are available on the following webpage: http://www.vision.ee.ethz.
ch/∼stephaga/eccv2008/

The first sequence (Fig. 5) was taken on a busy sidewalk. Even though the camera
itself is standing still, traditional background subtraction would be difficult due to small

http://www.vision.ee.ethz.
ch/~stephaga/eccv2008/
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Fig. 5. Articulated multi-person tracking results for test sequence #1. The last row shows a 3D
visualization of the estimated world state in the three images of the second row (This figure is
best viewed in color).

camera shake, as well as passing trams and cars. While most people move sideways,
they still occur at different depths and often have a slightly tilted trajectory, which we
can account for by tracking directly in 3D. In the sequence’s 454 frames, our system
tracks 20 out of 23 people successfully with the multi-body tracker. One of the missed
pedestrians runs too fast, and another one is at all times occluded by other persons. In
addition to the 20 correct tracks, the system yields two additional tracks that contain
errors due to wrongly estimated orientation or scale.

Counting each person individually, this amounts to a total track length of 932 frames,
where a detection is available in 86% of the cases. We visually inspected all the result-
ing segmentations and found that 55% of these are well-defined (meaning the entire
person is covered) in at least one camera. For the individual cameras, only 41% were
well-defined. This underlines the usefulness of a stereo system in such real-world sce-
narios with frequent occlusions. While these numbers might seem low, we would like
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Table 1. Sequences used for evaluating the proposed system. We report the number of (walking)
persons, and the ones actually found by the multi-body tracker (MBT).

Seq. # Frames Pedestrians Found by MBT
#1 454 23 20
#2 173 14 10
#3 242 21 17

Fig. 6. Articulated tracking results for test sequence #2. Note the robust articulation estimates of
tracked pedestrians under scale changes and egomotion. (This figure is best viewed in color).

to note that the articulated tracker can also operate if only parts of the body are seg-
mented correctly (most importantly, the legs). Based on these segmentations, the sys-
tem tracks 74 walking cycles, 54 out of which were entirely correct. The remaining
20 cases mainly occur at the end of longer trajectories and are mostly due to multiple,
consecutive bad segmentations or occlusions. Note, however, that the silhouettes gen-
erally did not contain enough information to unambiguously recover the arm positions,
which additionally differed from our training examples since many people were car-
rying shopping bags or similar accessories. Example pose estimates of our system are
shown in Fig. 5.

For the remaining sequences, we show qualitative results in Figs. 6 and 7. As the
multi-body tracker takes care of the mapping between the world coordinate frame and
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Fig. 7. Articulated tracking results for test sequence #3. This sequence shows a very challenging
scenario with considerable egomotion and many pedestrians entering the visible scene at various
distances and from different directions. (This figure is best viewed in color).

the local articulated trackers, we can apply our system to scenes captured under signif-
icant egomotion. Fig. 6 shows an example of such a case, where people enter the scene
from several directions and undergo large scale changes. As the multi-body tracker re-
stricts the sampling for orientations, we can still get acceptable results on such data.
A more challenging case is shown in Fig. 7. Here, the system has to cope with more
extreme scale changes and people moving in many different directions, while follow-
ing one person through a busy pedestrian zone. In particular movement parallel to the
viewing direction is highly ambiguous; still the articulation is identified in most cases.

8 Conclusion

We have presented a system for articulated multi-body articulated tracking from a mov-
ing platform. Our approach achieves good results in challenging real-world scenarios
by factorizing the problem into separate tasks of multi-body tracking under occlusion
and articulated body pose estimation for individual trajectories. This formulation allows
the articulated tracker to benefit from trajectory-level information about the tracked per-
son’s speed and walking direction, which considerably simplifies inference and renders
the problem tractable. We have further presented a way to implement this idea with



Articulated Multi-body Tracking under Egomotion 829

an articulated tracker based on Gaussian Processes and have shown how the framework
can be applied under egomotion with the help of a guided top-down/bottom-up segmen-
tation module. Experimental results confirm the viability of our proposed approach.

Currently, our method is restricted to learned articulations from known actions such
as walking and running; in contrast to bottom-up approaches it cannot recover arbitrary
body poses. We are exploring ways to replaces the global body models by semi global
ones to mitigate this issue. In addition, the results of our estimation could be used to
learn specialized color models for different body parts, which then support more general
pose recovery [21]. The method for pose inference from [2] could also be a promising
extension, since it is based on local appearance and may enable a more direct interplay
between detector and tracker. In addition, we will enlarge the training set of learned gait
dynamics in order to more densely cover the range of different walking styles and will
include gait modifications when carrying luggage items. Finally, we plan to extend the
feedback from body pose estimation to the multi-body tracker in order to also improve
the detection model by incorporating gait dynamics, similar to [9].
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18. Moeslund, T., Hilton, A., Krüger, V.: A survey of advances in vision-based human motion
capture and analysis. CVIU 104(2) (2006)

19. Navaratnam, R., Fitzgibbon, A.W., Cipolla, R.: The joint manifold model for semi-supervised
multi-valued regression. In: ICCV 2007 (2007)

20. Ramanan, D., Forsyth, D.: Finding and tracking people from the bottom up. In: CVPR 2003
(2003)

21. Ramanan, D., Forsyth, D., Zisserman, A.: Strike a pose: Tracking people by finding stylized
poses. In: CVPR 2005 (2005)

22. Ren, L., Shaknarovich, G., Hodgins, J., Pfister, H., Viola, P.: Learning silhouette features for
control of human motion. ACM Trans. Graphics 24(4) (2005)

23. Ren, X., Berg, A., Malik, J.: Recovering human body configurations using pairwise con-
straints between parts. In: ICCV 2005 (2005)

24. Roweis, S., Saul, L.: Nonlinear dimensionality reduction by locally linear embedding. Sci-
ence 290(5500) (2000)

25. Sidenbladh, H., Black, M., Fleet, D.: Stochastic tracking of 3d human figures using 2d image
motion. In: Vernon, D. (ed.) ECCV 2000. LNCS, vol. 1842, Springer, Heidelberg (2000)

26. Sigal, L., Bhatia, S., Roth, S., Black, M., Isard, M.: Tracking loose-limbed people. In: CVPR
2004 (2004)

27. Sminchisescu, C., Kanaujia, A., Li, Z., Metaxas, D.: Discriminative density propagation for
3d human motion estimation. In: CVPR 2005 (2005)

28. Snelson, E., Ghahramani, Z.: Sparse Gaussian processes using pseudo-inputs. In: NIPS 2006
(2006)

29. Urtasun, R., Fleet, D., Hertzmann, A., Fua, P.: Priors for people tracking from small training
sets. In: ICCV 2005 (2005)

30. Wang, J., Fleet, D., Hertzmann, A.: Gaussian process dynamical models. In: NIPS 2006
(2006)

31. Zhao, T., Nevatia, R.: Tracking multiple humans in complex situations. PAMI 26(9) (2004)


	Articulated Multi-body Tracking under Egomotion
	Introduction
	Related Work
	System Overview
	Multi-body Tracking
	3D Articulated Tracking
	Guided Adaptive Segmentation
	Results
	Conclusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




