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Abstract. We consider the problem of multi-label, supervised image
segmentation when an initial labeling of some pixels is given. In this
paper, we propose a new generative image segmentation algorithm for
reliable multi-label segmentations in natural images. In contrast to most
existing algorithms which focus on the inter-label discrimination, we ad-
dress the problem of finding the generative model for each label. The
primary advantage of our algorithm is that it produces very good segmen-
tation results under two difficult problems: the weak boundary problem
and the texture problem. Moreover, single-label image segmentation is
possible. These are achieved by designing the generative model with the
Random Walks with Restart (RWR). Experimental results with syn-
thetic and natural images demonstrate the relevance and accuracy of
our algorithm.

1 Introduction

Image segmentation is an important issue in computer vision. Specially, the seg-
mentation of natural images is one of the most challenging issues. Two important
difficulties of the segmentation in natural images are the weak boundary problem
and the texture problem. The first problem is to find weak boundaries when they
are parts of a consistent boundary. The second problem is to separate the texture
in the highly cluttered image. In fact, such situations often arise in natural im-
ages. In these cases, the segmentations become ambiguous without user-provided
inputs, and thus the supervised image segmentation approaches are often pre-
ferred. In this paper, we address the supervised image segmentation problem.
Recently, several supervised segmentation approaches have been proposed.
There are three types of supervised segmentation algorithms according to the
user inputs. The first type is that the segmentation is obtained based on pieces of
the desired boundary, such as the intelligent scissors [I]. The second type is that
an initial boundary that is closed to the desired boundary is given, such as Active
Contour [2] and Level Set [3]. Finally, the third type is that the user provides an
initial labeling of some pixels. We focus on the supervised image segmentation of
the third type. One of the popular approaches is the Graph Cuts method (GC)
[4] based on energy functionals which are minimized via discrete optimization
techniques. The set of edges with minimum total weights is obtained via max-
flow/min-cut energy minimization. Since GC treats this minimum cut criterion,
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it often causes small cut problem when the contrast is low or the number of seed
pixels is small.

In [5], the geodesic distance from the seeds was used for image segmentation.
By assigning each pixel the label with minimum distance, the segmentation is
obtained. The geodesic distance between two pixels is simply defined as the
smallest integral of a weight function over all paths. However, since it does not
consider the global relationship between two pixels, it is not reliable to use the
simple geodesic distance as the relevance measure between two pixels.

Another approach is the Random Walker image segmentation algorithm (RW)
proposed by Grady [6]. After the first arrival probability that a random walker
starting at a pixel first reaches one of the seeds with each label is computed, that
pixel takes one label with maximum probability. It was shown in [6] that RW
has better performance under difficult conditions than GC. However, the first
arrival probability defined in [6] has some limitations. Since a random walker
starting at a pixel must first arrive at the border of pre-labeled region, it only
considers the local relationship between the pixel and that border. Therefore,
the information of seeds inside the pre-labeled region is ignored in absence of
higher-order interactions. Also, this probability depends on the number of seeds.
If the seeds with only one label numerically grow under the weak boundary
problem, the first arrival probability of that label is increased without regard to
the whole relation between a pixel and seeds. These limitations explain why RW
still suffers from the two problems: the weak boundary problem and the texture
problem. Most recently, the segmentation approach defined by an [, norm was
proposed in [7]. Since RW with constraints was used as a regularization method
for yielding a unique solution, this approach still has the limitations of RW.

Most previous supervised image segmentation algorithms focus on the inter-
label discrimination, not finding the generative model for each label. Although
they tried to solve the weak boundary problem and the texture problem, these
two problems in natural images are still the most challenging issues in image
segmentation. In this paper, we propose a new generative image segmentation
algorithm based on the Random Walks with Restart (RWR) [§] that can solve the
weak boundary problem and texture problem effectively. The key contributions
of our proposed algorithm are as follows.

1. We introduce a generative model for image segmentation. From basic de-
cision theory [9], it is known that generative methods are better inference
algorithms. In contrast to most existing models which focus on the inter-label
discrimination, we address the problem of finding the generative model for
each label like [I0]. For example, we can consider just one-label segmentation
problem as shown in Fig.[Il Our model can produce the segmentation result
with an optimal threshold level as shown in Fig. [[l(c). This is possible since
the likelihood probability can be generated using our generative model as
depicted in Fig.[l(b). Since the generative model of each label is constructed
independently, it is also possible to add a new label without altering the
models of previous labels.
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(a) Original (b) Likelihood (¢) Resulting segmentation

Fig. 1. An example of the generative segmentation with just one label. Given the seeds
with green initial label in (a), the likelihood in (b) is computed using our generative
algorithm. The range of this probability is [0, 2.8225 x 107*]. (c) is the resulting seg-
mentation with a threshold level 7 = 1.5524 x 1075, The foreground label is assigned
to the pixels with probability above the threshold 7.

2. We design a generative image segmentation approach using the steady-state
probability of RWR as a part of the likelihood term. Since the likelihood of
a pixel is defined as the average of all the steady-state probabilities between
that pixel and the seeds with same label, our algorithm can reduce depen-
dence on the number of seeds under the weak boundary problem. RWR,
similar to graph-based semi-supervised learning [II], is a very successful
technique for defining the relevance relation between two nodes in graph
mining [§][I2][I3][14]. It has good performance on many other applications:
Cross-model correlation discovery [8], Center-piece subgraph discovery [13],
Content based image retrieval [12], Neighborhood formulation [T4] and etc.
Since this steady-state probability of RWR considers the whole relationship
between two pixels, it naturally reflects the effects of texture.

3. Under two challenging problems: the weak boundary problem and the texture
problem, our algorithm produces very good segmentation results on synthetic
and natural images. It has better performance than RW as well as GC.

The paper is organized as follows. In Section 2, we introduce our proposed
generative image segmentation algorithm and explain that algorithm in detail.
The experimental results are shown in Section 3. Finally, we discuss our approach
and give conclusions in Section 4.

2 Generative image segmentation

Let us consider the image segmentation as a labeling problem in which each
pixel z; € X = {x1,..,zn} is to be assigned one label I, € L = {ly,..,lx}.
From basic decision theory [9], we know that the most complete characteriza-
tion of the solution is expressed in terms of the set of posterior probabilities
p(lg]z;). Once we know these probabilities, it is straightforward to assign x; the
label having the largest probability. In a generative approach, we model the joint
distribution p(lx,z;) of pixels and labels. This can be done by computing the
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label prior probability p(lx) and the pixel likelihood p(z;|lx) separately. The
required posterior probabilities are obtained using Bayesian rules:

p(@i|le)p(lk) ()
K b

> n—1 P(|ln)p(ln)

where the sum in the denominator is taken over all labels.

Let X' = {z!*, ,xi\’}k (X! C X) be a set of the My, seeds with label [j.
Then the likelihood p(z;|lx) can be obtained by

plllz:) =

My,
p(xillk) = 2 X0k ﬁ(m\x%lk)p(xiﬁllk)
Z><1Mk, Zmil p(miu%vlk)a

2)

where Z is a normalizing constant. Each pixel likelihood is modeled by a mix-
ture of distribution p(z;|z!, 1)) from each seed x!s which has a seed distribu-
tion p(xx|l;). The pixel distribution p(wz;|z%, 1;) indicates the relevance score
between a pixel z; and a seed z!s. In this work, we propose to use the steady-
state probability defined by RWR [§]. Compared with traditional graph distances
(such as shortest path, maximum flow), this steady-state probability can capture
the whole relationship between two pixels. The seed distribution p(x!|l;) is de-
fined by a uniform distribution, 1/M}. Since the likelihood p(x;|l;) is computed
by the average of the pixel distributions of all the seeds with the label [x, our
method is less dependence on the number of seeds.

Now, we briefly describe the process of our image segmentation algorithm.
First, we construct a weighted graph in an image. Then, we define p(z;|zk, 1;.)
as the steady-state probability that a random walker starting at a seed z'x stays
at a pixel z; in this graph. After computing this steady-state probability using
RWR, we can estimate the likelihood p(x;|l;;) in (@) and, finally assign the label
with maximum posterior probability in () to each pixel.

2.1 Graph Model

Given an image I, let us construct an undirected graph G = (V| E) with nodes
v €V, and edges e € E. Each node v; in V' uniquely identifies an image pixel z;.
The edges F between two nodes are determined by the neighborhood system.
The weight w;; € W is assigned to the edge e;; € E spanning between the nodes
v;,v; € V. It measures the likelihood that two neighboring nodes v;, v; have the
same label.

The weights encode image color changes used in many graph based segmen-
tation algorithms [I5][4][6]. In this work, a weight w;; is defined as the typical
Gaussian weighting function given by

2
vy — cap (_ngz 9 > )

g

where g; and g; indicate the image colors at two nodes v; and v; in Lab color
space. It provides us with a numerical measure, a number between 0 and 1, for
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the similarity between a pair of pixels. The gaussian function has the nature of
geodesic distance. For example, the multiplication between two weights w;;, wj,

2 2
_Mlgi—gilI"+llg;—grll
o

Wi Wik = exp( ), can measure the similarity between the
nodes v;, vi. This property fits in well with our algorithm. Therefore, we choose

this Gaussian function for the edge weights.

2.2 Learning

Suppose a random walker starts from a m-th seed pixel !t of label I;, in this
graph G. The random walker iteratively transmits to its neighborhood with the
probability that is proportional to the edge weight between them. Also at each
step, it has a restarting probability ¢ to return to the seed x'x. After convergence,
we obtain the steady-state probability 7% that the random walker will finally
stay at a pixel z;. In this work, we use this steady-state probability rf’;n as the
distribution p(z;|z!, 1)) in @) such as

Pl ) = 7, )

Uy
m?

By denoting ri* ;i = 1,...,N in terms of an N-dimensional vector rlk =
[rij;l] ~x1 and defining an adjacency matrix W = [w;;]nxn using (@), RWR can

be formulated as follows [§].

rle = (1 — c)Prls + cblx
=c¢(I—(1—-c)P)"tblx (5)

where bl: = [b;]yx1 is the N-dimensional indicating vector with b; = 1 if 2; = xlx
and b; = 0 otherwise, and the transition matrix P = [p;j]nxn is the adjacency
matrix W row-normalized:

P=D'xW, (6)

where D = diag(D», ..., Dn), D; = Zjvzl w;j. If these steady-state probabilities
rlk are inserted into (@) by our definition, the likelihoods p(z;|ly) (i =1, ..., N)
are achieved such as:

1 -
[p(xi‘lk)]le = 7 % Mkalkv (7)

where blr = [Ei]le is the N-dimensional vector with b; = 1 if z; € X' and
Bi = 0 otherwise.

In a RWR view, Q = [gi;]nx v is used for computing the affinity score between
two pixels. In other words, ¢;; implies the likelihood that g; has the same label
which was assigned to g;. It can be reformulated as follows:

Q=cI-(1-cP) !
— ¢y (1—0)Pt. (8)

t=0
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Q is defined as the weighted sum of all matrices P, ¢ = 0, ..., co. Note that P!
is the t-th order transition matrix, whose elements pfj can be interpreted as the
total probability for a random walker that begins at v; to end up at v; after
t iterations, considering all possible paths between two pixels. By varying the
number of iterations ¢, we explicitly explore relationship at different scales in the
image, and as t increases, we expect to find coarser structure. Therefore, RWR
gives the effects of texture by considering all paths between two pixels at all
scales (any iteration number (¢ = 0,...,00)) in the image. Since close-by pixels
are likely to have high similarity value, as ¢ increases, P! has lower weight, (1—c)®
(0 < ¢ < 1). The resulting matrix Q can be solved by using a linear method
of matrix inversion. Although it requires more memory space, fast computation
is possible if the matrix is sparse. Since the small pixel neighborhood system is
used in this paper, normalized matrix P is highly sparse. Therefore, Q can be
calculated fast. However, if the number of nearest neighbors is chosen to be a
fixed large number, the complexity of matrix inversion is very high. In this case,
some approximation methods such as Fast Random Walk with Restart method
[16] can be used.

2.3 Segmentation

Assume that the prior probability p(lx) in () is uniform. Using the likelihood
p(z;|lr) in (@), the decision rule of each pixel z; for image segmentation is as
follows:

R; = argn%?xp(lﬂx,;) = arg n}gxp(mi\lk). (9)

By assigning the label R; to each pixel z;, the segmentation is obtained.

(a) Original (b) Initial labels (¢) Resulting segmentation

(d) Posterior for Red (e) Posterior for Green (f) Posterior for Blue

Fig. 2. Overview of our proposed segmentation algorithm. Given seeds (Red, Green
and Blue) in (b), the posterior probabilities (d),(e) and (f) are obtained by computing
(@ for the three labels, respectively. Segmentation result (c) is obtained by assigning
each pixel the label having maximum posterior probability.
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Fig. 2 shows the overall process of our algorithm from the seeds to the calcu-
lation of each label posterior probability p(lx|z;) and the resulting segmentation.
It starts with three initial seed labels: Red, Green, and Blue as shown in Fig.
2(b). After computing the likelihood for each label, we generate the posterior
probabilities as shown in Fig.[2(d),(e) and (f). By a decision rule (@), each pixel
is assigned the label that has the maximum probability. Finally, we obtain the
segmentation results in Fig. Blc), where the object boundary is drawn in red
color overlaid on the original image.

3 Experimental Results

Our algorithm has two parameters: a color variance o and a restarting probability
c. The o is used in all graph-based segmentation algorithms. In this work, this
parameter is fixed with the same value for all the segmentation algorithms we
tested. However, the restarting probability ¢ is only used in our algorithm, for
computing the steady-state probability of RWR. In this section, we first analyze
the effect of the restarting probability ¢ in image segmentation. And then, we
compare the performance of our algorithm with the state of the art methods
including GC [4] and RW [6] on several synthetic and natural images.

3.1 Parameter Setting

RWR needs one parameter; the restarting probability ¢ in (). According to this
parameter, the range of propagation of a random walker from the starting node
is varied as shown in Fig Bl If ¢ is decreased, the probability that a random
walker travels over a larger area is increased. This means that by varying ¢, we
can control the extent of the label information of a seed in different scales in
the image. Figure [ shows another example of the segmentation with respect to
the variation of the restarting probability ¢ in a natural image. According to the
restarting probability ¢, the segmentation results are changed. Therefore, it is
important to find a proper probability ¢ according to the quantity (or quality)

.

a) Original image

Fig. 3. An example of the variability of the steady-state probabilities r according to
the restarting probability c. (a) is an image whose size is 328 x 310. It has the seeds
with just one label (red pixels) at the center. (b),(c) and (d) show the variation of r
in accordance with the decrease of the restarting probability ¢ in a 4-connected pixel
neighborhood system. The display range of 7 is [0, 0.0006].
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a,=0.826165 a,=0.850946 ao=0.877542
(a) Original image (b) c=10"3 (c)c=10"" (d) e=10""°

Fig. 4. An example of the segmentation with respect to the variation of the restarting
probability ¢ in a natural image. For comparison, GC has a,=0.789613 and RW has
a,=0.781148. The accurate rate a, is computed by ([I0).

of the seeds and the image size. In this work, ¢ was chosen empirically, and we
set ¢ = 4 x 10~ for all the natural test images. The 8-connected neighborhoods
were used as the pixel neighborhood system.

3.2 Segmentation Results

We begin by analyzing the performance under two difficult problems: weak
boundary problem and texture problem. We then compare the segmentation re-
sults obtained by the three algorithms on natural images and provide quantita-
tive comparisons.

Weak boundary problem. The weak boundary problem is to find the weak
boundaries when they are parts of a consistent boundary. In [6], RW shows
better segmentation result than GC in low contrast with small number of seeds.
Although GC and RW are capable of finding weak boundaries, our algorithm
gives more intuitive outputs. In Fig. Bl our algorithm is compared with GC and
RW in the weak boundary problem. We used two synthetic examples: circle and
3x 3 grid with four sections erased. Given the seeds (green and blue) in Fig.[El(a),
the segmentations were obtained in Fig. Bi(b)-(d). Fig. El(b) shows clearly that
GC has small cut problem. In Fig. Blc), we can confirm that the segmentations
of RW is substantially affected by the difference between the numbers of Green
and Blue seeds. Namely, RW is sensitive to the number of seeds. In contrast,
Fig. Bl(d) shows that our algorithm is less dependent on the number of seeds
and produces better segmentations, because the likelihood is computed by the
average of the relevance scores of all the seeds.

Texture problem. In GC and RW, it is hard to separate the textured region
without considering higher-order connections, because they deal with the min-
imum cut criterion and the fisrt arrival probability, respectively. Since these
two algorithms do not consider the information of seeds that are inside the pre-
labeled regions, it is not easy for them to take into account the effects of texture.
On the other hand, our algorithm can reflects the texture information by using
the steady-state probability of RWR, because RWR considers all possible paths
between two nodes in a small neighborhood system. In spite of the use of a
small neighborhood system, it captures the textural structure well and obtains
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(a) Original (b) GC (c) RW (d) Our algorithm

Fig.5. Comparison of our algorithm with GC and RW for finding weak boundaries.
Given two labels (Green and Blue) and original images in (a) ( Top: image created
with a black circle with four erased sections. Bottom: image created with a 3 x 3 black
grid with four erased sections. ), (b),(c) and (d) are the segmentation results of GC,
RW and our algorithm (¢ = 4 x 10™%), respectively.

(a) Original (b) GC (¢) RW (d) Our algorithm

Fig. 6. Comparison of our algorithm (¢ = 10™%) with GC and RW on synthetic textured
images

object details. In Fig. [6l we used the synthetic images that consist of four or
five different kinds of textures. This is the texture segmentation problem that
one texture is extracted among them. The segmentation results in Fig. [Bl(d)
show that our algorithm produced more reliable texture segmentations on these
synthetic textured images than GC and RW.

Quantitative comparisons. The previous two situations often arise in natural
images. Now, we compare the segmentations obtained from GC, RW, and our
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.876489

a,=0.628529 a,=0.571411 a,=0.768381

1,=0.754095 a,=0.578121 a,=0.847204

- Y ora BN po i~ Wose woay

%
a,=0.613335

| e

a0=0.466541 a,=0.542821 00,=0.869866

(a) Original (b) GC (c) RW (d) Our Algorithm

Fig. 7. Comparison of our algorithm with RW and GC on natural images. (b),(c) and
(d) are the segmentation results of GC, RW and our algorithm ((¢c = 4 x 107%)),
respectively. a, is the accurate rate in ([0)).
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algorithm on natural images. We utilized a dataset of natural images where hu-
man subjects provide foregrond/background label: ground truth (the Berkeley
Segmentation Dataset [I7]). For quantitative comparisons, the similarity be-
tween the segmentation result and the preset ground truth was measured using
a normalized overlap a, [7:
_IRNG]
“ = rUG|)

where R is the set of pixels assigned as the foreground from the segmentation
result and G is that from the ground truth. In this work, it was used as the
accuracy measure of the image segmentation. For this experiments, we chose
the natural images with highly textured (cluttered) regions or with similar color
distributions between the foregrounds and backgrounds. In Fig.[7, the segmenta-
tions were produced from the three different algorithms on these natural images.
Compared with the segmentations from GC and RW in Fig.[1 our algorithm has
better segmentations qualitatively and quantitatively. The quantitative compar-
ison confirms the relevance and accuracy of our algorithm.

(10)

4 Conclusion

This paper presents a novel generative image segmentation model in the Bayesian
Framework. More importantly, we provide a new interpretation of RWR for im-
age segmentation. Although RW [6] is also based on the Random Walks concept,
our work is conceptually different from RW, and produces significant improve-
ment in performance as shown in the experiments.

The key differences between RW and our work are ”First arrival probability
vs. Average probability”. In [6], the score between a pixel and each label is
defined by the first arrival probability that a random walker starting at a pixel
reaches to a seed. On the other hand, in our work it is defined as the average
probability that a random walker starting at one of the seeds stays at a pixel.

Our approach has several advantages for image segmentation. First, owing to
the generative segmentation model with RWR, it can obtain segmentations with
just single label. Second, it is less dependent on the number of seeds, because
the likelihood is computed by the average of the relevance scores of all the seeds.
Finally, it gives qualitatively and quantatively better segmentations on natu-
ral images. Generally, large neighborhood system is needed for obtaining object
details, because it captures image structure well. Since it gives high computa-
tions, many efficient methods, like multi-scale approach, have been proposed.
Our method is an alternative solution, since RWR, considers all possible paths
between two nodes in small neighborhood system.

For the computation of RWR, in this work, the restarting probability ¢, was
chosen empirically. However, it is not optimal for every image. If we can control
it well, better segmentation results will be obtained. Thus, our future work will
include the automatic selection of the optimal value of this parameter.
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