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Abstract. This paper presents a multiagent system for decision support in the diagnosis of leu-
kemia patients. The core of the system is a type of agent that integrates a novel strategy based 
on a case-based reasoning mechanism to classify leukemia patients. This agent is a variation of 
the CBP agents and proposes a new model of reasoning agent, where the complex processes are 
modeled as external services. The agents act as coordinators of Web services that implement 
the four stages of the case-based reasoning cycle. The multiagent system has been implemented 
in a real scenario, and the classification strategy includes a novel ESOINN neuronal network 
and statistics methods to analyze the patient’s data. The results obtained are presented within 
this paper and demonstrate the effectiveness of the proposed agent model, as well as the appro-
priateness of using multiagent systems to resolve medical problems in a distributed way.  

Keywords: Multiagent Systems, Case-Based Reasoning, microarray, neuronal network,  
ESOINN, Case-based planning. 

1   Introduction 

Currently, there exist many different systems aimed to provide decision support in 
medical environments [11] [12]. Cancer diagnosis is a field requiring novel automated 
solutions and tools, able to facilitate the early detection, even prediction, of cancerous 
patterns. The continuous growth of techniques for obtaining cancerous samples, spe-
cifically those using microarray technologies, provides a great amount of data. Mi-
croarray has become an essential tool in genomic research, making it possible to  
investigate global gene in all aspects of human disease [13]. Currently, there are sev-
eral kinds of microarrays such as CGH arrays [16], expression arrays [17]. Expression 
arrays contain information about certain genes in patient’s samples. Specifically, the 
HG U133 plus 2.0 [17] are chips used for this kind of analysis of expression. These 
chips analyze the expression level of over 47.000 transcripts and variants, including 
38.500 well-characterized human genes. It is comprised of more than 54.000 probe 
sets and 1.300.000 distinct oligonucleotide feature. The great amount of data requir-
ing analysis makes it necessary the use of data mining techniques in order to reduce 
the processing time. These data have a high dimensionality and require new powerful 
tools. Usually, the existing systems are focused on working with very concrete prob-
lems or diseases, with low dimensionality for the data, and it is very difficult to  
adapt them to new contexts for diagnosis of different diseases. Nowadays, there are 
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different approximations as myGrid [23] [20] aimed to resolve this situation. They 
base their functionality in the creation of web service that are implemented following 
the OGSA (Open Grid Services Architecture) [14], but the main disadvantage is that 
the user must be the responsible of creating the sequence of actions that resolve a con-
crete problems. These systems provide methods for resolving complex problems in a 
distributed way through SOA [19] and Grid architectures, but lack of capacity for ad-
aptation. On the other hand, there exist new research lines focused on reasoning 
mechanism with high capacity for learning and adaptation. Among these mechanisms 
highlights the case-based Reasoning (CBR) systems [2], which solve new problems 
taking into account the knowledge obtained in previous experiences [2], [15] and its 
integration within agents and multiagent systems. The inconvenience of the decision 
support systems based on CBR for microarray classification is the high dimensional-
ity of the data and the corresponding complexity.   

One alternative to the SOA architectures are multi-agent systems [18], that provide 
distributed entities with autonomous reasoning skills, called agents. Some proposals 
provide the agents with special capabilities for learning and adaptation by means of 
CBP (Case-Based Planning) mechanisms [3]. However, the CBP-BDI agents [3] pre-
sent lacks when working with problems of high dimensionality and their efficiency is 
reduced. In [24] the incorporation of web services in multiagent architectures for im-
plementing the agent’s capabilities is studied. MAS and SOA architectures have been 
integrated and used in fields as gas turbine plant control [25] or hydrocarbure  
industries [26] to define the processes workflow. 

This paper presents an innovative solution to model decision support Systems con-
sisting of a multi-agent architecture which allows integration with Web services. In 
this sense it is possible to analyse data, for example from microarrays, in a distributed 
way. Moreover, the architecture incorporates CBP (Case-based planning) agents [3] 
specifically designed to act as coordinators of Web services. Thus, it is possible to re-
duce the computational load for the agents and expediting the classification process. 
The DASA architecture proposed within this paper has been applied to a case study, 
consisting of the classification of leukemia patients, and incorporates novel strategies 
for data analysis and classification. The process of studying a microarray is called  
expression analysis [1] and consists of a series of phases: data collection, data pre-
processing, statistical analysis, and biological interpretation. These phases analysis 
consists basically of three stages: normalization and filtering; clustering and classifi-
cation; and extraction of knowledge. In this work, a multiagent system based on the 
DASA architecture models the phases of the expression analysis by means of agents 
and incorporates innovative algorithms implemented as Web services, as filtering 
techniques based on statistical analysis, allowing a notable reduction of the data di-
mensionality and a classification technique based on a ESOINN [4] neural network. 
The core of the system are reasoning agents based on the CBP [3] mechanism. Fur-
thermore, the system incorporates other agent types to accomplish complementary 
tasks required for the expression analysis.  

Section 2 presents the DASA architecture. Section 3 describe a case study and  
finally,Section 4 presents the results and conclusions obtained.  
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2   DASA Architecture 

DASA (Device, Agents and Service Architecture) is a multi-agent architecture that 
incorporates agents with skills to generate plans for analysis of large amounts of data. 
This is a novel mechanism for the implementation of the stages of CBP mechanisms 
through Web services. The architecture provides communication mechanisms that  
facilitate integration with SOA architectures. 

DASA has been initially designed to facilitate the processing of data from expres-
sion arrays. To do this, DASA has been divided into three main blocks: devices mod-
ules, agents and services. The services are responsible for carrying out the processing 
of information by providing replication features and modularity. The agents act as co-
ordinators and managers of services. Agents in the organization layer are available to 
run on different types of devices, so are created versions suitable to them. 

The agents layer constitutes the core of the architecture, as can be seen in Figure 1. 
Figure 1 shows four groups of agents:  

• Organization: The agents of the organization run on the user devices or on 
servers. The agents installed on the devices of the users make a bridge be-
tween the devices and agents of the system that perform data analysis. The 
agents installed on servers will be responsible for conducting the analysis of 
information on the model of reasoning CBP [3]. 

• Analysis: The agents in the analysis layer are responsible for selecting the 
configuration of the services that better suit the problem to solve. They 
communicate with Web services to generate results. The agents of this layer 
follow the model of reasoning CBP [3]. 

• Representation: These agents are in charge of generating the tables with the 
classification data and the graphics for the results. 

• Import/Export: These agents are in charge of formatting the data in order to 
adjust them to the needs of agents and services. 

• The Controller agent module manages the agents available in the analysis 
layer. It allows the registration of agents in the layer, as well as their use in 
the organization. 

On the other hand, the services layer is divided into two groups: 

• Analysis Services: The analysis services are services used by agents of 
analysis for carrying out different tasks. Within the analysis services are  
services for pre-processing, filtering, clustering and extraction of knowledge. 

• Representation Services: They generate graphics and result tables.  

Within the services layer, there is a service called Facilitator Directory that provides 
information on the various services available and manages the XML file for the UDDI 
(Universal Description Discovery and Integration). To facilitate communication be-
tween agents and services the architecture integrates a communication layer that  
provides support for the FIPA-ACL and SOAP protocols. 
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Fig. 1. Arquitectura de DASA 

2.1   Coordinator Agent Based on CBR and CBP 

The agents in the organization layer and the agents in the analysis layer have the ca-
pacity to learn from the analysis carried out in previous procedures. To do so, they 
adopt the model of reasoning CBP, a specialization of case-based reasoning (CBR) 
[2]. The primary concept when working with CBP’s is the concept of case. A case can 
be defined as a past experience, and is composed of three elements: A problem de-
scription, which describes the initial problem; a solution, which provides the sequence 
of actions carried out in order to solve the problem; and the final state, which de-
scribes the state achieved once the solution was applied. A CBR manages cases (past 
experiences) to solve new problems. The way cases are managed is known as the 
CBR cycle, and consists of four sequential phases: retrieve, reuse, revise and retain.  

Case-based planning (CBP) is the idea of planning as remembering [3]. In CBP, 
the solution proposed to solve a given problem is a plan, so this solution is generated 
taking into account the plans applied to solve similar problems in the past. The  
problems and their corresponding plans are stored in a plans memory.  

A plan P is a tuple <S,B,O,L>: 

- S is the set of plan actions. 
- O is an ordering relation on S allowing to establish an order between the plan 

actions.  
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- B is a set that allows describing the bindings and forbidden bindings on the 
variables appearing in P. 

- L is a set of casual links. That is, relations allowing to establish a link be-
tween plan actions.  

3   Case Study: Decision Support for Leukemia Patients Diagnosis 

The DASA multiagent architecture has been used to Developer a decision support 
system for the classification of leukemia patients. In framework of this research the 
system developed had available 212 samples from analyses performed on patients  
either through punctures in marrow or blood samples  and affected by five types of 
leukemia (ALL, CLL, AML, MDS, CML). In this way, the analysis of data from mi-
croarrays is made in a distributed manner and certain tedious tasks are automated. The 
process consists of three steps: Initially the laboratory personnel hybridizes the sam-
ples, then the data analysis is made and finally a human expert interprets the results 
obtained. The multiagent system built from the DASA architecture reproduces this 
behaviour. The aim of the tests performed is to determine whether the system is able 
to classify new patients based on the previous cases analyzed and stored. Next, the 
developed agents and services are explained. 

3.1   Services Layer 

The services implement the algorithms that allow the analysis expression of the mi-
croarrays [1]. These services are invoked by the agents and present novel analysis 
techniques.  

3.1.1   Preprocessing Service 
This service implements the RMA algorithm and a novel control and errors technique. 
The RMA (Robust Multi-array Average) [5] algorithm is frequently used for pre-
processing Affymetrix microarray data. RMA consists of three steps: (i) Background 
Correction; (ii) Quantile Normalization (the goal of which is to make the distribution 
of probe intensities the same for arrays); and (iii) Expression Calculation. During the 
Control and Errors phase, all probes used for testing hybridization are eliminated. 
Some few control points should contain the same values for all individuals. On occa-
sion, some of the measures made during hybridization may be erroneous; not so with 
the control variables. In this case, the erroneous probes that were marked during the 
RMA must be eliminated. 

3.1.2   Filtering Service 
The filtering service eliminates the variables that do not allow classification of pa-
tients by reducing the dimensionality of the data. Three services are used for filtering: 
Variability: Las variables con baja variabilidad no poseen valores similares para to-
dos los individuos por tanto no son significativas a la hora de realizar clasificaciones. 
The first stage is to remove the probes that have low variability according to the fol-
lowing steps: Calculate the standard deviation for each of the probes, standardize the  
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above values, discard of probes for which the value of z meet the following condition: 
α<z . Uniform Distribution: All remaining variables that follow a uniform distri-

bution are eliminated. The variables that follow a uniform distribution will not allow 
the separation of individuals. The contrast of assumptions followed is explained be-
low, using the Kolmogorov-Smirnov [6] test. H0: The data follow a uniform distribu-
tion; H1: The analyzed data do not follow a uniform distribution. Correlations:  The 
linear correlation index of Pearson is calculated and correlated variables are removed 
so that only the independent variables remain.  

3.1.3   Clustering Service 
It addresses both the clustering and the association of a new individual to the group 
more appropriate. The services included in this layer are: the ESOINN neural network 
[4] (Enhanced  self-organizing incremental neuronal network) y the NN clustering al-
gorithm (Nearest Neighbor). Additional services in this layer for clustering are the 
Partition around medoids (PAM) [21] and demdograms [22].  

The ESOINN [4] (Enhanced self-organizing incremental neuronal network) clus-
tering technique is variation of neural network SOINN (self-organizing incremental 
neuronal network) [7]. ESOINN consists of a single layer, so it is not necessary to de-
termine the manner in which the training of the first layer changes to the second. With 
a single layer, ESOINN is able to incorporate both the distribution process along the 
surface and the separation between low density groups. The initial phase could be un-
derstood as a phase of competition, while in a second phase, the network of nodes be-
gins to expand just as with a NG. The classification is carried out bearing in mind the 
similarity of the new case using the NN cluster. The similarity measure used is as  
follows: 
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Where s is the total number variables, n and m the cases, wi the value obtained in  
the uniform test and f the Minkowski [8] Distance that is given for the following  
equation. 
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This dissimilarity measure weighs those probes that have a less uniform distribution, 
since these variables don’t allow a separation. 

3.1.4   Knowledge Extraction Service 
The extraction of knowledge technique applied has been CART (Classification and 
Regression Tree) [9] algorithm is carried out. The CART algorithm is a non paramet-
ric test that allows extracting rules to explain the classification carried out. There are 
others techniques to generate the decision trees, as the methods based on ID3 trees 
[10], although the most used currently is CART.  
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3.2   Agents Layer 

The agents in the analysis layer implement the CBP reasoning model and, for this, se-
lect the flow for services delivery and decide the value of different parameters based 
on previous plans made. A measure of efficiency is defined for each of the agents to 
determine the best course of the recovered for each phase of the analysis process. 
   In the analysis layer, at the stage Preprocessed only a service is available, so that the 
agent only selects the settings. The efficiency is calculated by the deviation in the mi-
croarray once have been preprocessed. All the cases are recovered and the configura-
tion with greater efficiency is selected. At the stage of filtering, the efficiency of the 
plan p is calculated by the relationship between the proportion of probes and the  
resulting proportion of individuals falling ill. 
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Where s is the final number of variables, N is the initial number of probes, i’ the 
number of individuals misclassified and I the total number of individuals. In the phase 
of clustering and classification the efficiency is determined by the number of indi-
viduals misclassified. The measure of similarity to retrieve the most similar plans is 
defined as the difference in the number of probes. Finally, in the process of extracting 
knowledge at the moment, CART has only been implemented for this task so that the 
agent responsible for conducting the selection method does not take into account the 
plans recovered, as in the previous phase Efficiency is determined by the number of 
individuals misclassified. 

In the organization layer, the diagnosis agent is in charge of choosing the agents 
for the expression analysis [1]. The diagnosis agent establishes the number of plans to 
recover from the plans memory for each of the agents as well as the agents to select 
from the analysis layer. In a similar way the laboratory agent and the human expert 
select the agents from the organization layer that will be used. If the review at all 
stages is positive, and the human expert feels good result, the plan is stored in the 
memory of plans for further use. 

4   Results and Conclusions 

This paper has presented the DASA multiagent architecture and its application to a 
real problem. DASA facilitates tasks automation by means of intelligent agents capa-
ble of autonomously plan the stages of an expression analysis. Moreover, DASA fa-
cilitates the distributed execution of complex computational services, reducing the 
number of crashes in agents, since DASA separates the processing tasks from the 
agent architecture, and consequently, reduces the posibility of failure due to agents 
overload [27]. The multiagent system developed integrates within web services aimed 
to reduce the dimensionality of the original data set and a novel method of clustering 
for classifying patients. The multiagent perspective allow the system to works in a 
way similar to how human specialists operate in the laboratory, but is able to work 
with great amounts of data and make decisions automatically, thus reducing signifi-
cantly both the time required to make a prediction, and the rate of human error due to 
confusion. The system focuses on identifying the important variables for each of the 
variants of blood cancer so that patients can be classified according to these variables.  
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Table 1. Plans of the filtering phase and plan of greater efficiency 

Variability (z)  Uniform (α)  Correlation (α) Probes  Errors  Efficiency 
-1.0  0.25  0.95  2675  21 0.1485 
-1.0  0.15  0.90  1341  23 0.1333 
-1.0  0.15  0.95  1373  24 0.1386 
-0.5  0.15  0.90  1263  24 0.1365 
-0.5  0.15  0.95  1340  23 0.1333 
-1.0  0.1  0.95  785  24 0.1277 
-1.0  0.05  0.90  353  32 0.1574 
-1.0  0.05  0.95  357  34 0.1669 
-0.5  0.05  0.9  332  47 0.2278 
-0.5  0.05  0.95  337  53 0.2562 
-1.0  0.01  0.95  54  76 0.3594 

In the study of leukaemia on the basis of data from microarrays, the process of fil-
tering data acquires special importance. In the experiments reported in this paper, we 
worked with a database of bone marrow cases from 212 adult patients with five types 
of leukaemia. Table 1 shows the plans managed by the filtering agent for the analysis 
of the data from the HG U133 chip. Table 1 shows the values of the different parame-
ters, significance levels for the tests and efficiency, and has been generated from the 
previous analysis of the 212 individuals.  

Subsequently, we proceeded to repeat the test without pre-established settings, so 
that the agent automatically selected the plan of greater efficiency from equation (3). 
It has been highlighted in bold plan selected. 

In Figure 2 it is possible to observe the performance of DASA for each of the 
agents of the organization and analysis layers. 11 tests were conducted based on man-
ual planning and the results were compared with the automatic analysis provided by 
the multiagent system. Each of the agents of the organization layer selects the agents 
from the analysis layer as the previous plans and, in turn, each of these agents selects 
the services and configuration parameters. At the bottom of Figure 2 it can be seen the 
kind of agent of the analysis layer, and at the top the agent of the organization layer. 
 

 
 Fig. 2. DASA Architecture 
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In each chart the efficiency measure used is shown. The bar for the CBP agent is the 
highest efficiency according to the definitions applied. 

DASA distributes the functionality among Web services, automatically calculates 
the expression analysis and allows the classification of leukaemia patients from the 
microarray data. DASA notably improves the performance provided by the manual 
procedures.  
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